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Abstract—One of the most important problems for mission
critical space-borne computing systems employing FPGA devices
is fault tolerance to transient and permanent hardware faults. In
many cases, the ability for run-time self-recovery from such faults
is a vital feature. This paper presents a method and mechanism
for run-time recovery of FPGA-based System-on-Chip (SoC)
based on Collaborative Macro-Function Units (CMFUs). Each
CMFU consist of a macro-function specific data-path, control
unit and circuits providing self-integration, self-synchronization
and self-recovery functions for the CMFU, without centralized
control. The proposed mechanism allows run-time scrubbing or
relocation of faulty components of the SoC providing much higher
flexibility and reliability of the system. This mechanism was
implemented and tested on a Xilinx Kintex-7 FPGA platform. It
was determined that the proposed approach can provide seamless
run-time recovery for pipelined SoCs, while being transparent to
the application.

Keywords—fault-tolerance, reconfigurable computing, self-
recovery, space-borne FPGA systems.

I. INTRODUCTION

During the last decade Field Programmable Gate Array
(FPGA) devices have become the core component for space-
borne high performance computing platforms. However, cer-
tain factors can result in hardware faults in FPGAs. The
major hardware faults are radiation-induced faults which can
be transient or permanent. Transient faults are usually caused
by Single Event Effects (SEEs) affecting the memory units
in SRAM based FPGAs. Mitigation of transient hardware
faults in configuration memory requires full or partial re-
programming of the configuration memory, to avoid improper
functionality of logic blocks and/or routing topology in the
FPGA [1]. Permanent faults can also occur in FPGA circuits
due to Total Ionizing Dose (TID), and will also requires miti-
gation [2]. There exist certain radiation hardening technologies
for CMOS circuits, implemented in space-grade, radiation
hardened FPGA devices. These FPGAs can provide immunity
for TID of more than 1 Mrad (Si) [3], but are one order of
magnitude more expensive than the same FPGAs designed for
terrestrial applications. As well, the availability of such FPGAs
for commercial applications is limited by production and trade
regulations.

The growing demand for commercial space-borne com-
puting platforms requires more cost-efficient solutions based
on commercially available FPGAs. In this case the radiation
immunity must be provided at the system and architectural
levels of the design, instead of the technological level. Taking
into account the fact that computing platforms deployed on
Low-Earth Orbit (LEO) satellites may not need radiation im-
munity for TID exceeding 20-50 Krad (Si), the cost for space-
borne FPGA-based platforms can be significantly reduced by
avoiding space-grade FPGA devices in the system design.
In this case, the computing platform should be equipped
with a Built-In-Self-Recovery (BISR) system, to provide run-
time recovery from transient and permanent hardware faults.
Therefore, the objective of the presented research was the de-
velopment of a robust BISR mechanism for stream processing
systems. A novel methodology has been developed for this
BISR mechanism based on the self-composition of a pipelined,
stream-processing data-path, utilizing the concept of Collabo-
rative Macro-Function Units (CMFUs) [4]. This methodology
assumes that CMFUs - functional components of the data-path
- can collaborate with each other to form a processing pipeline
adapted to the requested mode of operation. Any hardware
fault is considered a distortion of system functionality and
the associated CMFU must be restored. Thus, the recovery
process from a hardware fault consists of self-isolation of the
faulty CMFU from the pipe-line, its self-recovery by scrubbing
or relocation, and self-integration to the system, all without
any central control. Lack of centralized BISR management
allows for a significant increase of system survivability due
to distribution of built-in self-test (BIST) and BISR functions
among the components (CMFUs). The remainder of the paper
presents an overview of the related works, and a presentation
of the major aspects of the proposed mechanism, including
experimental results gained using a prototype system based on
the Xilinx Kintex-7 FPGA platform.

II. BACKGROUND AND RELATED WORKS

Mitigation of radiation-induced hardware faults in SRAM-
based FPGAs should consider both transient and permanent
faults. Transient faults are caused by Single Event Effects
(SEE): a) Single Event Upsets (SEUs) and b) Single Event
Functional Interrupts (SEFIs). These effects are induced by978-1-4799-5356-1/14/$31.00 c©2014 IEEE
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high-energy subatomic particles from the sun and cosmic
radiation. The faults may affect almost all resource of the
FPGA: i) data memory blocks, b) logic blocks, c) clock
management circuits, d) DSP-blocks and e) I/O blocks, etc.
[5]. At the same time, SEUs and SEFIs can affect configuration
memory and configuration management/port circuits of the
FPGA [6]. This may jeopardize functionality of logic blocks
and communication routing. The data memory content can be
run-time corrected using error-correcting bits in RAM blocks.
The configuration memory context can be restored by re-
loading the configuration bit-stream to the affected region.
This technique, called scrubbing of the configuration memory,
became the de-facto standard procedure for SEE mitigation
in SRAM-based FPGAs. An overview of potential SEUs and
SEFIs, as well as suggested methods for mitigating the above
transient faults in configuration memory and ports for Xilinx
Virtex FPGAs, is provided in Xilinx Application Note 1088
(v1.0) [6]. Nonetheless, extensive research into tolerance of
radiation effects for FPGA-based systems for space applica-
tions has been continued by many research groups [7].

Recently, permanent hardware faults have became an im-
portant factor for space-borne platforms. There are several
causes for the above faults: a) radiation effects such as Single
Event Latch-up (SEL) and Total Ionizing Doze (TID), b)
hidden manufacturing defects and c) aging of the die. All
of the above cases should be considered for mission-critical
and long-range space systems. The progress in deep sub-
micron CMOS technology has allowed a higher concentration
of resources in a single FPGA. In turn, the probability for
on-chip permanent faults has increased accordingly. On the
other hand, the reduction of transistor dimensions has led to a
reduction of FPGA core voltages; therefore, the probability of
Single Event Latch-ups (SEL) has become almost negligible.
However, TID still remains as the major cause of radiation-
induced permanent faults. TID mitigation can be done at three
levels: a) technological b) system and c) architectural.

The technological level assumes the use of radiation hard-
ening technology during FPGA production [3]. This approach
relies on the use of manufacturing technologies for hardening
CMOS gates which can provide a significant increase in toler-
ance to TID (e.g. [8]). However, the FPGA device cost can be
an order of magnitude higher than the same commercial-grade
FPGA. Another potential problem associated with utilization
of TID hardened FPGA devices is market accessibility to these
FPGAs. Quite often, different trade and/or technology restric-
tions pose a limiting factor for the utilization of radiation-
hardened, space-grade FPGAs in commercial application.

Protection of circuits at the system level assumes shielding
either the entire system, or only vital devices. Tantalum and/or
Tungsten is often used instead of aluminum for shielding.
These high electron number materials have about 6 times
higher density in comparison to aluminum [7]. The obvious
drawback of this approach is the mass/weight overhead. Added
to that, a second negative effect of shielding can be an
increased rate of SEEs, in case of thick shielding, due to
multiple secondary particles caused by interactions of cosmic
rays and the shield material [7]. On the other hand, according
to [9], shielding can provide a ten-fold TID reduction (from
100 Krad to 10 Krad (Si)) in a 3 year mission. This approach
requires 4 g/cm2 of shielding (for aluminum); TID can be

further reduced to approximately 8 Krad (Si) if the above
shielding is doubled (10 g/cm2). Furthermore, electron impact
can be eliminated with a shield exceeding 3 g/cm2 [9]. Based
on the above, shielding FPGA-based space-borne systems
gives limited protection. It completely eliminates the impact
of electrons and reduces TID of trapped protons by an order
of magnitude through the use of relatively light and cheap
aluminum shielding (4 g/cm2) [9]. However, shielding does not
reduce the rate of SEEs caused by high-energy cosmic rays,
and can even increase it. Likewise, shielding will not prevent
permanent faults caused by hidden manufacturing defects and
aging of the device die.

The third level for radiation-hardening an FPGA system
is the architectural level. The main approach for radiation
hardening an FPGA on the architectural level is the implemen-
tation of Built-In-Self-Recovery (BISR) systems which assume
the incorporation of Built-In-Self-Test (BIST) methods. The
presented research, however, is focused only on the self-
recovery aspect. Methods for self-test, fault detection and
location for digital systems are well known (e.g. [10]) and their
development was not the subject of this research. Radiation
hardening on the architectural level assumes that the recovery
mechanism provides recovery from transient and permanent
faults. As was mentioned above, most methods for recovery
from SEEs utilize scrubbing of the affected parts of the FPGA
[6]. On the other hand, recovery from permanent faults is
possible only by avoiding the physically damaged regions of
the FPGA. If the faulty region is considered at the functional
unit level, such as in distributed systems, recovery may take
the form of re-allocation of tasks from a faulty unit to a
backup/redundant unit. In the case of multi-processor SoCs,
tasks mapped to a faulty processor could be re-assigned to
other processors (e.g. [11]).

If the fault region being considered is scaled down to part
of the FPGA, the recovery methodology is oriented towards re-
location of components from faulty regions to reserve regions
on the FPGA. Taking into account that the nature of the
fault (transient or permanent) is unknown at the moment of
detection, BISR must provide both recovery procedures: from
transient and from permanent faults. Since transient fault hap-
pens more often, BISR should perform scrubbing procedures
first. A multi-level approach for on-chip BISR was proposed
in [12]. Three levels of recovery were considered: i) transient
fault recovery by scrubbing; ii) permanent recovery by re-
location of Virtual Hardware Component (VHC) to a reserved
part (slot) of the FPGA in the case when scrubbing is not
successful and iii) permanent fault recovery when the reserved
slot is already used through allocation of a smaller VHC to the
faulty slot, avoiding the damaged half of the slot (recovery with
performance degradation). A similar approach for recovery was
used for on-chip distributed systems [13]. This SoC consist of
four processors, each of which is capable of reconfiguring the
others. This reconfiguration takes the form of scrubbing and in
case of a permanent fault, the tasks associated with the faulty
processor can be re-allocated to another processor. Another
approach for self-recovery from permanent faults caused by
aging effects is given in [14]. This approach assumes the
creation of multiple configuration bit-streams, each of which
avoids a certain region of the FPGA. Therefore, an SoC can
be recovered by multiple re-configuration cycles. However, this
recovery method may take quite a long time due to multiple
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configuration iterations.

Most existing approaches (including all of the above) are
based on a central, CPU-centric diagnostic and reconfiguration
mechanisms. The main drawback of this organization is that
the central BISR management circuits can also be affected
by radiation or aging effects. In this case, when the on-
chip ”immune system” is faulty, the next hardware fault
may be catastrophic for the entire system. Utilization of the
TMR approach for the entire BISR may cause very high
hardware/power overhead. In addition, a CPU-based BISR
management mechanism is relatively slow when compared to
dedicated recovery circuits. Thus, decentralization of recovery
procedures could be an effective solution which could increase
system reliability and decrease recovery time. In this approach,
function-specific BISR mechanisms should be embedded in
function-specific units which compose the application-specific
pipeline. This approach has been taken as the basis for
the proposed research. The presented concept is based on
Collaborative Macro-Function Units (CMFUs) [4] each of
which can communicate with other CMFUs via a distributed
bus. A fault detected by any CMFU is considered a change
of mode of operation; all other components (CMFUs) will
terminate their operation upon receiving notification regarding
said fault. Therefore, the proposed approach does not require
a central on-chip BISR mechanism, as all BISR functions
are distributed between CMFUs. The following sections will
describe the architecture of the proposed system, an example
implementation and test results.

III. DISTRIBUTED ARCHITECTURE FOR FAULT

TOLERANCE AND MITIGATION

As per the above discussion, two primary types of faults
must be considered and mitigated: transient and permanent
faults. Transient faults are mitigated via full or partial scrub-
bing of the device. Permanent faults can only be fixed by
changing the on-chip architecture of the system, such that
faulty hardware is avoided. At the component level, this takes
the form of relocation, whereby a component is loaded to a
new region of the device, through the use of a partial bit-
stream. Mitigation by itself is not enough, however: a fault
tolerant system must be able to ensure that no single fault can
irreparably cripple the system, and that fault effects are kept
to a minimum.

To ensure that no single point of failure exists in the
system, and that faults cannot affect the complete system,
a distributed architecture is adopted; the general on-chip ar-
chitecture is shown in Figure 1. The system is composed
of Collaborative Macro-Function Units (CMFUs) loaded into
system slots (reserved Partially Reconfigurable Regions), a
distributed communication and control infrastructure, and a
distributed configuration management system. The system
CMFUs implement the application (or applications) deployed
to the system. The distributed infrastructure ferries information
between CMFUs, and arranges connection and disconnection
activities in the system. Finally, two Configuration Engines are
responsible for loading partial bit-streams to the system; the
proposed approach makes use of the two Internal Configuration
Access Ports (ICAP) [15] available in modern Xilinx devices.
Only one of the two configuration engines is in active use at

any time, but either can be used, if a fault is detected in the
other.

Fig. 1. General On-Chip Architecture

The distributed nature of the system implies no central
control or synchronization entity; a fully working system is as-
sembled via the interaction of multiple on-chip elements. The
system CMFUs must be capable of functioning autonomously
once stream information is presented to them (i.e. schedule
processing operations as needed). The distributed elements of
the communication infrastructure, in conjunction with system
CMFUs, must be able to establish the correct data links, and be
able to update said links as components are moved around the
system, added to the system, or removed. Finally, CMFUs,
distributed infrastructure and configuration engines must be
able to detect faults in the system, and undertake the requisite
mitigation procedures.

Because of the distributed nature of the architecture, each
part of the system can be implemented as a Partially Recon-
figurable Module (PRM), including the configuration engines.
Like-wise, each PRM is expected to incorporate Built-In Self-
Test (BIST) capabilities, and can broadcast to the rest of
the system its health status. The health status information is
translated into mode information by the configuration engines,
which is then used by the rest of the system. Generally,
different modes of operation dictate different architectural
organizations of a given system. When applied to fault tol-
erance, these architectural variations take the form of A)
relocated components or B) removed components (degraded
performance due to lack of available resources). The core
mitigation process activity is the relocation of a component
to a separate, backup system slot (partially reconfigurable
region). This approach is used whenever a fault is detected,
since it is not known if the fault is permanent or transient.
Once the component is relocated, scrubbing operations can be
undertaken on the vacated system slot; if scrubbing operations
fail, then the fault is marked as permanent. What must be noted
is the fact that mitigation via scrubbing consists of more than
simply downloading of a partial bit-stream; the process must
also include testing of scrubbed region, and multiple scrubbing
cycles may be required. Using the approach proposed in this
paper, the mitigation cost for any single fault is the single
component relocation cost, regardless of the type of fault.

To support the above behavior, all system building blocks
must be designed to operate in a distributed fashion. In the
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following two sections, the architecture and behavior of CM-
FUs and the distributed infrastructure are described. In each
case, the required behavior is first described, followed by a
description of the implemented architecture. The configuration
engines are not discussed in this paper; their design and
implementation will be more thoroughly covered in future
works.

IV. COLLABORATIVE MACRO-FUNCTION UNIT

CMFUs are macro-function-level processors. They are usu-
ally based on customizable (to a certain extent) IP cores;
these cores are themselves macro-function-specific, built to
perform an operation on a specific data structure. These cores
are augmented with additional functionality, so that they may
operate in an autonomous fashion . This functionality is
implemented in the form of a Co-Op Unit which is added to
the IP core to construct a CMFU, as shown in Figure 1. The
Co-Op Unit acts as the behavioral interface of the IP core to the
system infrastructure, and must perform three tasks: scheduling
of processing and BIST activities, scheduling of connection and
disconnection activities and mode monitoring and connectivity
requests.

A. Scheduling of Processing and BIST Activities

IP cores are most often built to perform a certain operation
over a certain, finite data structure. A data stream is taken to
be infinite in length, which means an IP core must be triggered
repeatedly, at the right time, to process new incoming data. The
Co-Op Unit can use the data stream itself to determine when
IP cores must be triggered. Most data streams (video, audio,
network information) have a certain structure, and are often
accompanied by supplementary information, such as start-of-
line flags, or packet headers. The Co-Op unit uses this stream
information (henceforth referred to as indicators )to determine
when to trigger processing operations in the IP core; it also
generates output stream indicators, for use by down-stream
CMFUs. Each CMFU is also expected to incorporated BIST
capabilities. BIST operations must be undertaken periodically,
usually when regular processing operations are complete. The
Co-Op unit is responsible for triggering the BIST circuitry in
the system, collecting the test results, and distributing them
to the rest of the system via the distributed communication
infrastructure.

B. Scheduling of Connections and Disconnections

CMFUs can be connected and disconnected to and from
the system, depending on the mode of operation; disconnected
CMFUs can be scrubbed or relocated, as part of mitigation
procedures. Connection consists of creating a physical link to
the CMFU input port such that up-stream data can be reach
the CMFU; disconnection consists of isolating the CMFU
from the system, so that no external data can reach it. To
ensure that components are not disconnected during processing
operations, a safe state is defined when the IP core is not
performing processing operations; at this time, the CMFU may
be disconnected from the system. The Co-Op Unit is expected
to know how long processing operations take (either through
hard-coding, or through feed-back from the IP core). Using
this information, the Co-Op unit can negotiate connections and
disconnections using a two-way hand shake protocol, shown

in Figure 2; the disc signal is driven by the infrastructure,
while the safe signal is driven by the Co-Op Unit. Two
versions of the protocol can be used, depending on whether
the communication infrastructure initiates the protocol (Figure
2 - A), or whether the Co-Op unit initiates the protocol (Figure
2 - B).

Fig. 2. 2-Way Hand-Shake Protocol for Connection/Disconnection

C. Mode Monitoring, Connectivity Requests

Each CMFU is responsible for requesting its own connec-
tivity for a given mode. The communication infrastructure is
not expected to have any implicit information regarding the
CMFU distribution in the system. As such, each CMFU must
monitor the system mode. Based on the mode, the CMFU
must indicate whether it should remain in the system or be
disconnected, and whether a change in connectivity is required.
To accomplish this, the Co-Op unit incorporates a small look-
up table of connectivity information, associated with the mode
input, and specific to the CMFU in question. The mode is
sampled at the end of processing operations, immediately
before entering the safe state.

D. Co-Op Unit Structure and Behavior

Following the above guidelines, an architecture for the
Co-Op Unit emerges: it is a Finite-State Machine, possibly
augmented with counters and comparators, and a look-up table.
This means that the Co-Op unit will not add much in the
way of resource overhead to the IP cores being used. The
behavior of the FSM is shown in Figure 3. The co-op unit
starts in its idle state, which is also its safe state. It will
stay here if the disc signal from the infrastructure is asserted.
If the CMFU is connected to the system, it will wait for
the right combination of indicators, trigger the IP core, wait
for processing to complete, sample the mode, and determine
if connectivity stays the same, or if it must change (either
disconnection or change in data source). If the CMFU is
disconnected, but still in the system (it has not been replaced
by a blank bit-stream), then it periodically samples the mode,
and determines if it must be re-connected to the system.

To accomplish connectivity changes, the CMFU makes use
of a dedicated control interface to the system infrastructure.
The control interface contains a 3-bit status, a 5-bit system
ID (meaning that up to 31 components are supported in this
protocol; value 11111 is reserved), the safe and disc signals,
and a 2-bit error indicator. The status can have one of three val-
ues: 101 (component is operating normally), 010(component
requests connectivity change) and 110 (component requests
disconnection from system). A fourth value, 111 is reserved
for when the component is replaced by a blank design.
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Fig. 3. Co-op Unit FSM Behavior

V. DISTRIBUTED CONTROL AND COMMUNICATION

INFRASTRUCTURE

The system infrastructure must accomplish three roles: 1) it
must provide communication capabilities to the components in
the system; 2) it must be able to implement the connectivity re-
quirements of components and respond to connectivity change
requests correctly (by correctly implementing connections and
disconnections); and 3) it must distribute health information for
the system components (including its own sub-systems). The
infrastructure should also lend itself to fault tolerance and fault
mitigation. Each of these three aspects is elaborated further
below, and the final architecture of the proposed infrastructure
is presented.

A. System Communication

One of the core requirements of the infrastructure is to
provide data links between CMFUs. Given, that high data
rate stream processing is explicit target application space,
the communication infrastructure should provide maximum
throughput on every link in the system. Second, given that
some or all CMFUs in the system can be relocated, it should
allow for changes in the established communication links, for
preference with minimum overhead. With these requirements
in mind, a fully connected cross-bar is selected as the base
communication infrastructure; more details can be found in
[16].

B. System Connectivity Behavior

When receiving a connectivity request, the infrastructure
elements wait until all components enter their safe states and
then make all requisite changes. This approach is simple in
terms of infrastructure behavior, but relies on the implicit
assumption that the safe states of all components will overlap
at some point, and will overlap for enough time to allow the
infrastructure to make all required changes. This assumption
is satisfied in situations where CMFUs work on data structures
which are “multiples” of each other (for example, a frame is
a multiple of a single line in a video stream), and the pipeline
latency is a fraction of the safe period for all CMFUs. This
approach is adopted in the work presented here, as its reduced
complexity lends itself more to fault-tolerant design.

Fig. 4. Communication and Control Infrastructure Architecture

C. Fault Tolerance and Mitigation by Component Relocation

When faults occur, any mitigation action will have some
associated time penalty; until the mitigation action takes place,
the best case scenario is that the fault is localized both in
terms of location as well as effect. To facilitate this, the system
functionality should be distributed, such that, if any one portion
of the system is found faulty, the remainder can still operate
correctly. As described above, the main mitigation activity is
relocation of CMFUs, potentially followed by scrubbing. If
the infrastructure is divided into sub-modules, each of which
is associated with a system slot, then relocation from one slot
to another will by-pass the associated infrastructure element;
in other words, relocation can now mitigate faults in both
the system slot, as well as part of the infrastructure logic.
This same concept applies to the cross-bar, where logic is
distributed on a per-port basis.

In the case of transient faults in the infrastructure, scrub-
bing operations should be applied to the faulty element, once
relocation has been applied. At the same time, the system
should keep operating normally. This implies that each element
of the infrastructure should be implemented as a separate PRM,
so that scrubbing operations can be applied on a per-port basis,
without affecting the rest of the system.

D. Distributed Communication and Control Infrastructure

The complete communication and control infrastructure
consists of a fully connected cross-bar switch, a number of
Connection Units and a distributed Control Distribution Bus.
The architecture of the infrastructure is shown in Figure 4. All
connector units, cross-bar and Control Bus can be implemented
as separate modules (and, thus, individual PRMs). The Con-
nector Units are the main point of interface to system CMFUs;
each Connector Unit is associated with one system slot (and
will interact with the CMFU loaded there), and all Connector
Units together collaborate to safely connect and disconnect
components from the system. A Connector Unit responds to
connectivity requests from the CMFU, negotiates with all other
Connector Units, and finally makes local connectivity changes
at the correct time (when all components are in a safe state).
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For correct operation, each Connector Unit must know
what CMFUs are loaded in the rest of the system (what
system ID each CMFU loaded in the system has). Like-
wise, Connector Units must indicate if they are attached to
a CMFU, or if they are associated with a blank bit-stream.
This information is sent out in serial fashion by the Control
Bus, which collects this information from all Connector Units,
and then broadcasts it. In this way, each Connector unit can
determine what link to establish in the cross-bar, based on the
system ID of all CMFUs in the system. The Control Bus also
broadcasts the Global Safe signal, which indicates when all
CMFUs are in their safe state, and all Connector Units can
perform connectivity changes.

The connector unit itself consists primarily of an FSM
which accomplished the connection and disconnection process;
a secondary control circuit is used to collect system infor-
mation broadcast over the Control Bus. The behavior of the
Connector Unit FSM is outlined in Figure 5. The connector
unit spends the majority of its time in its Idle state; it only
leaves this state if a change in connectivity was requested,
locally or globally. If the change in status coming from the
CMFU is 110 to 111 (or vice versa) no changes are made.
If a connectivity change is otherwise required (disconnection,
change in source, or global disconnection request), the FSM
enters a wait state until the Global Safe signal is asserted.
Depending on the status value of the CMFU one of three things
will happen: no changes are made, the CMFU is disconnected,
or the CMFU link in the cross-bar is changed to reflect a new
connectivity requirement. To determine the correct setting for
the cross-bar, system ID information for all other CMFUs in
the system is used.

VI. FRAMEWORK TEST AND VERIFICATION - VIDEO

PROCESSOR

To test the proposed framework, an example stream pro-
cessor was devised and implemented. The operations which
were selected and implemented belong to the field of raw
video processing, and were selected due to their high data
rate and real-time nature. The following sections describe
the processor implementation, the available support for fault
mitigation procedures, and finally the resource cost associated
with the proposed framework.

A. Video Processing System

Spatial color masks were selected as operations to be
applied to a video stream; the proposed system consists of
a 720P video source, a color-space converted (converts 24-
bit RGB values to YCbCr 4:2:2 format), an HDMI display
unit driving an HDMI transmitter and system slots which
can accommodate two types of components: a Sobel edge
extractor and a median filter. The basic processor supports
one of three basic modes of operation: 1) no masks are
applied, 2) only Sobel edge extraction is applied, and 3) both
the median filter and the Sobel edge extraction are applied.
A final mode is defined for some forms of fault mitigation
procedures; in this mode all components are disconnected from
the system. The three basic modes are duplicated, so that
additional modes dictate relocated CMFUs. Each component of
the processor must support a data rate of 1.23 Gb/s to meet the
720p60Hz standard. The system was designed for the Xilinx

Fig. 5. Connector Unit FSM Behavior

XC7K325T device, and deployed on the KC705 evaluation
platform. To generate the video stream, a pattern generator
was implemented on-chip.

Figure 6 shows the implemented system architecture; the
system consists of 7 slots, 4 of which can house any one of the
two spatial color masks. Every component in the processing
pipeline is implemented as a PRM and can be scrubbed (pattern
generator, color space converted, display unit, as well as both
masks); the spatial color masks can also be relocated between
four of the system slots. All Connector Units, as well as the
central cross-bar can also be scrubbed separately. Figure 7
shows the on-chip location of the PRRs associated with each
system component.

B. Fault Mitigation

Fault mitigation is accomplished by relocation (temporar-
ily, in the case of scrubbing procedures). By relocating a
CMFU, the system changes the slot being used to house
said CMFU, as well as the associated Connector Unit, and
port logic in the cross-bar; this means that relocation of the
CMFU can mitigate faults in a system slot, cross-bar logic,
or connector units. Once the component is relocated and re-
integrated into the working system, partial scrubbing of the
faulty sub-system can be performed, followed by tests to
determine if the fault was transient or permanent. This leads to
the following process for mitigation, once a fault is detected.

1) Download new bit-stream for the component, target-
ing a different slot.

2) Change operating mode, such that the relocated com-
ponent is used.

3) Load a test bit-stream into the faulty slot or connector
unit PRR.

4) Run BIST procedures, determine if fault is perma-
nent.

Each of the four steps listed above has an associated timing
cost. However, only the first two items are visible to the
application, and manifest themselves as a time delay Tmtg ,
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Fig. 6. Example System Architecture

the time from the detection of a fault to its mitigation. Tmtg

is composed of the bit-stream download time, and the mode
change operation. The download time for one system slot bit-
stream is 1.1ms; this value is based on the assumption that a
32-bit interface is used (the ICAP port) at 100 MHz, and the
bit-stream is known to have 366 KB. The actual connectivity
changes require 25 clock cycles of the system clock (the pixel
clock is used, at 74.24 MHz); this equates to an additional
400 ns. As described above, all connectivity changes occur
when components are in their safe state; in the case of a video
processing system, this happens at the end of each frame.
Faults detected in the middle of a frame will be mitigated
at the end of the frame; this means that a single fault will
affect only a single frame. The last two steps are performed
in parallel with regular operation, and do not affect regular
system operation. Because all CMFUs can be loaded to any of
multiple slots, once relocated, a CMFU can remain in its new
location, and its previous location becomes a spare slot if it is
found to be free of permanent faults.

Faults in the system cross-bar are primarily handled on
a per-port basis, through relocation. However, it may be
necessary in certain instances to scrub the cross-bar itself.
In such cases, the most basic mitigation process follows the
following four steps.

1) Enter mode 3 (all components are disconnected).
2) Scrub the cross-bar.
3) Return to regular operation.

Depending on when the procedure is implemented in
relation to the video stream, Step 1 can take up to 16.67 ms, if
the system has to wait a full frame for the next safe state. The
connectivity change proper takes, as before, 25 clock cycles
or 400 ns. The scrubbing operation takes 1.23 ms (due to the
larger size of the cross-bar bit-stream). Finally, step 3 requires
another 400 ns. The complete mitigation process requires
slightly more than 17 ms, meaning that it affects 2 frames.
Scrubbing of the cross-bar requires the disconnection of all
components prior to the scrubbing operation; the bit-stream
download time is not overlapped with the regular operation of
the system.

By supporting relocation of components, fault mitigation
for both permanent and transient faults is reduced to the same
temporal cost, from the application point of view. Furthermore,

Fig. 7. Example System On-Chip Layout

adopting this approach towards fault mitigation, based entirely
on the use of partial bit-streams, allows for a considerable
speed-up in mitigation time when compared to full bit-stream
scrubbing, or relocation using full bit-stream variations. When
considering devices in the Xilinx Kintex line, the mitigation
time can be reduced by at least a factor of 10, and by as much
as a factor of 50, depending on the device used.

C. Resource Costs and Overhead

The proposed infrastructure requires the addition of cir-
cuitry to the system elements implementing the core function-
ality. This comes in the form of the Co-Op unit in the CMFU,
the Connector Units and the system cross-bar. Figure 8 shows
the number of look-up tables used per slot, as the number of
system slots is increased; the number of d-flip-flops used per
slot is constant, and consists of 52 d-flip-flops for the cross-
bar, and 48 d-flip-flops for the combined Co-Op and Connector
units. In each case, the overhead due to the Co-Op unit and
Connector unit is nearly constant (as one of each is needed per
system slot), and amounts to 115 look-up tables. The cross-bar
overhead, as expected, increases more dramatically. However,
when compared with the resources available in one system slot
(300 slices, containing 1200 look-up tables and 2400 D-flip-
flops), the per-slot overhead (in total) is less than 35%; this
is the worst case, where 32 slots are used, and the more than
half of the logic overhead comes from the cross-bar.

The proposed method was compared to traditional detec-
tion and mitigation methods such as duplex and triple-module
redundancy (TMR) methods. In duplex systems, a more than
100% overhead is incurred (as everything is doubled), while
TMR sollutions lead to more than 200% overhead. Table I lists
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Fig. 8. Combinational Logic Cost per Slot, Versus Number of System Slots

resource number for various sized systems, ranging from 7 to
32 slots. In each case, 2 of the system slots are spare slots,
while the remainder are used to house active logic. To facilitate
resource reporting, the table lists resources in terms of Kintex
7 slices; one slot is assigned 300 slices, and one Co-Op and
Connector unit pair were found to require 50 slices. The table
lists the logic overhead due to Co-Op Units, Connector Units
and spare system slots; it does not iclude the crossbar into this
computation, as the crossbar (or some other high aggregate
data-rate communication infrastructure) is a non-avoidable cost
of such a system. As the final column shows, the overhead
associated with the proposed method never exceeds 65%, and
drops to less than 25% in large systems; this overhead is
considerably smaller than either the duplex or TMR sollutions,
especially in large systems.

TABLE I. RESOURCE OVERHEAD COMPARISON

System Size Usable Logic Overhead Logic Overhead %

7 1500 950 63.34

12 3000 1200 40

16 4200 1400 33.34

24 6600 1800 27.28

32 9000 2200 24.45

VII. CONCLUSION

The adoption of commercial SRAM-based FPGAs for
space-borne applications requires the use of new fault tolerance
and mitigation techniques; FPGA sensitivity to transient Single
Event Effects (SEEs), coupled with the potential for permanent
faults due to radiation, manufacturing defects or aging require
techniques for transient and permanent fault mitigation. This
paper presents an attempt at solving this problem. The pro-
posed approach is based on a de-centralized architecture for
stream processors which eliminates single points of failure,
and allows for mitigation of both transient and permanent
faults by dynamic component re-location. Specifically, on-chip
relocation through Dynamic Partial Reconfiguration is used as
a mitigating procedure for both types of faults. By using direct
relocation as opposed to multiple cycles of scrubbing, read-
back and testing, the temporal cost of all mitigation procedures
is reduced to the temporal cost for relocation, and is kept
constant. Thus, from the application point of view, recovery
from single point faults takes the same time and is therefore
predictable. Furthermore, the relocation based recovery can

be done on-the-fly seamless to data-execution processes. The
proposed approach has been tested on a Xilinx Kintex-7 FPGA
platform. The relocation time - now equal to the recovery time
- has been reduced from one to two orders of magnitude when
compared with traditional scrubbing procedures for the entire
FPGA device. As well, the hardware overhead per slot does
not exceed 35% of a single component slot for a 32-slot system
while providing a run-time recovery mechanism for transient
and permanent faults.
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