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ABSTRACT
The popularity of portable electronics such as smartphones,
PDAs and mobile devices and their increasing processing ca-
pabilities has enabled the development of several real-time
mobile applications that require low-latency, high-throughput
response and scalability. Supporting real-time applications
in mobile settings is especially challenging due to limited
resources, mobile device failures and the significant quality
fluctuations of the wireless medium. In this paper we ad-
dress the problem of supporting distributed real-time appli-
cations in a mobile MapReduce framework under the pres-
ence of failures. We present Real-Time Mobile MapReduce
(MiscoRT), our system aimed at supporting the execution
of distributed applications with real-time response require-
ments. We propose a two level scheduling scheme, designed
for the MapReduce programming model, that effectively pre-
dicts application execution times and dynamically schedules
application tasks. We have performed extensive experiments
on a testbed of Nokia N95 8GB smartphones. We demon-
strate that our scheduling system is efficient, has low over-
head and performs up to 32% faster than its competitors.

Categories and Subject Descriptors
C.2.4 [Computer-Communication Networks]: Distributed
Systems

General Terms
Algorithms, Design, Experimentation, Reliability

Keywords
Distributed Systems, Mobile Systems, Real-Time, MapRe-
duce

1. INTRODUCTION
In the last few years we have witnessed a significant growth

of location-based systems where the physical location of the
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users is utilized to deliver information of interest, to en-
courage sharing of location-based information or to adapt
the services in order to improve the level of service pro-
vided to the users. A number of location-based systems
have emerged. Examples include traffic monitoring systems
for real-time delay estimation and congestion detection [42],
personalized weather information, location-based games or
receiving spatial alarms upon the arrival to a reference time
point [9], as well as social networking applications for sharing
photos and personal data with family and friends [35]. In the
search for economic power, companies are building these ser-
vices over portable electronics such as smartphones, PDAs
and mobile devices. These devices have significant process-
ing and networking capabilities and are outfitted with a
wide array of sensing capabilities such as GPS, WiFi, micro-
phones, cameras and accelerometers, which have introduced
new and more efficient ways of communication. However,
this new application development brings new challenges to
the design of system software. More specifically, providing
real-time, low-latency and scalable execution for these ap-
plications presents three important challenges that need to
be addressed:

1. we need to understand how the mobile setting affects
the development of distributed applications over net-
works of smartphones and address the implications;

2. we need to provide a flexible and efficient way to pro-
gram, develop and deploy the applications on the phones
that is portability across multiple devices.

3. we need to be able to simplify programmability by hid-
ing the difficult issues of distribution, real-time schedul-
ing, device failures and connectivity issues from the
application developer.

Application development over networks of smart-
phones. Several applications have been and are being de-
veloped for mobile platforms. Some applications focus on
making the users daily lives easier by providing GPS guid-
ance such as traffic congestion detection and delay estimates
[42] and spacial alarm applications [9] which alert a user
when they are a close by another user or a pre-designated
area. Other applications help users stay connected. As peo-
ple are expanding their use of social networking sites such
as Facebook and Myspace, mobile applications are allowing
them to view and modify their information in real-time from
anywhere. The popularity of these real-time social sharing
applications is evidenced by recent application compaigns [1]
emphasizing these features. The usability of these systems is
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highly dependent on them running in a timely fashion when
providing notifications and feedback. One challenge today
is that there are still many problems which hinder the devel-
opment of distributed applications on them. Mobile devices
are not easy to develop for. There are many specialized lan-
guages and proprietary systems which have steep learning
curves. With relatively limited resources compared to desk-
top and servers, memory management and application flow
is different from traditional programming forcing new soft-
ware paradigms, leading to many software defects. The main
problem however is that distributed applications involving
mobile devices exacerbate the problem by introducing sev-
eral concurrency issues to consider. For example, because
of user mobility and spotty connection coverage, network
connectivity is often degraded or even lost.
Application Programmability. The second challenge is
that several location-based applications, require the involve-
ment of multiple users in the process of sensing and data
processing, in order to achieve a task. These are deemed
participatory sensing applications. For example, the Metro-
Track system [3] is a mobile event tracking system capable
of tracking mobile targets through collaboration among lo-
cal sensing devices that track and predict the future loca-
tion of a target. How to efficiently schedule work across a
set of collaborating devices to accomplish a task is not an
easy process. Recently, the MapReduce framework [14] was
introduced to provide a highly scalable, distributed com-
puting environment for conducting data processing compu-
tations. MapReduce has been successfully deployed in tra-
ditional server based environments [13] [43], specialized en-
vironments [25] [40], as well as in a variety of applications
by many prominent companies such as Google, Yahoo, Face-
book and IBM. The MapReduce framework’s support for the
weak connectivity model of computations across open net-
works, makes it very appropriate for a mobile network set-
ting. It is important to note though, that, although we chose
the MapReduce framework for our system, we do not tar-
get the same types of applications as traditional data ware-
house based MapReduce systems, as the limited resources
available on the mobile systems makes them unsuitable for
any multi-petabyte data processing. Instead, our goal is to
explore the use of the framework for participatory sensing
applications such as monitoring and social networking ap-
plications and gain further insights into the possibilities of
using the MapReduce framework for the next-generation of
location-based applications over networks of smartphones.
Achieving Real-Time Response. The third challenge
is how to support the execution of distributed applications
with real-time response requirements on a network of smart-
phones. While the MapReduce framework provides the pro-
gramming interfaces for developing mobile applications, all
the low-level details of the real-time execution, fault tol-
erance and wireless network communication are not han-
dled by the framework. Thus, the key question of how to
provide support for applications with real-time response re-
quirements, still remains. To date, most of the work on pro-
viding real-time application execution are either based on
the deployment of static sensor networks (such as [33] and
[26]), or are integrated within specific MAC or network lay-
ers [27] [18] to encapsulate application-specific tradeoffs in
terms of resource constraints, shared wireless medium, lossy
communication, and highly dynamic traffic or are restricted
to a single node movement [30]. Supporting real-time mobile

applications such as distributed mobile sensing is an impor-
tant step for the wider adoption of the devices and to create
opportunities for building new kinds of mobile application
services. However, timely execution is a challenging prob-
lem in these settings due to highly dynamic topology, device
unavailability and fluctuations in network quality and chan-
nel capacity. This makes it extremely difficult to estimate
execution times and provide end-to-end real-time support
to distributed applications. Unlike traditional cluster envi-
ronments, mobile systems cannot rely on a static infrastruc-
ture and do not have control over the individual nodes. The
problem is further exacerbated by failures of mobile devices.
Permanent and transient failures such as battery depletion
and user mobility can greatly affect the timeliness of dis-
tributed applications by reducing the processing power of
the system, causing large delays and energy wastage.

In this paper we present MiscoRT, our system aimed at
supporting the execution of real-time application tasks on
mobile MapReduce systems. Our proposal follows a two-
level approach to scheduling distributed real-time mobile
applications. We first develop an analytical model to esti-
mate the execution times of the applications in the presence
of failures. Using this model, we determine the application
urgencies based on our estimates of their execution times
under failures and their timing constraints. Our goal is to
maximize the probability that the end-to-end deadlines of
the applications are met. By incorporating the expected
failure model in the scheduling policy, we can adjust the
fault-tolerance characteristics of the overall system. We see
this as a major motivation for using the MapReduce model
in mobile environments which are typically inherently un-
stable. Furthermore, we envision that methods developed
for heterogeneous and unstable mobile environments of to-
day can be useful in extremely loosely coupled computing
environments of tomorrow which will not be confined to a
single, well-controlled data center. We have built our ap-
proach on Misco [15], our MapReduce system that runs
on mobile phones. We have implemented and tested our
scheduling scheme on a testbed of Nokia’s third generation
NSeries phones [39]. We have built a mobile tourist appli-
cation to evaluate our system. Our extensive experimental
results demonstrate that our approach is efficient, has low
overhead and completes applications up to 32% faster than
its competitors.

2. OBJECTIVES
In this section we summarize the main objectives of our

approach.

Supporting real-time applications: Our first objective
is to support applications with real-time response require-
ments in the form of deadlines. In several applications such
as traffic monitoring for real-time route suggestions and con-
gestion detection, location-based notification of events or
proximity notification for friends, users rely on the collabo-
rative sensing of data from multiple phones and the timely
collection and processing of the data, to generate outputs
of interest and detect important events. However, mobile
devices have limited computation and communication re-
sources. Limited capacity, queuing and channel access de-
lays can greatly affect the timeliness of the applications.
Our approach is to provide real-time response to the ap-
plications, schedule the applications based on their relative
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urgencies and respond to changing conditions by dynami-
cally scheduling the execution of application tasks to meet
their deadlines. We have to note that the applications we
develop on our system do not have hard real-time response
requirements; rather, we target soft real-time applications
where our goal is to maximize the number of deadlines met,
and missing a deadline is not catastrophic for the system.

Accounting for device failures: We consider mobile node
failures an integral part of mobile environments, thus our
approach is to account for these failures when deriving an
estimate of the execution times of the applications. Device
failures have a major impact on the timeliness of our sys-
tem. These failures are the results of hardware and software
issues, user actions and user mobility. These errors can be
classified as permanent and transient failures.

Permanent failures are failures where the device becomes
unavailable for an extended period of time during which it
is unable to participate in processing results for the system.
Permanent failures can occur from software errors where
critical software has crashed due to software or hardware
faults or when users are shutting off their devices. A per-
manent device failure is equivalent to having less processing
units or power in our system. This results in an overall slow-
ing of the processing rate for our applications and can cause
more deadline misses.

Transient failures are the more interesting failures we deal
with as the device recovers from the failures and continues
to operate normally after a period of downtime. In software
errors, phone self shutdowns [12] and user actions such as
removing the battery from a visually unresponsive device or
manually resetting a device contribute a bit to the rate of
transient errors, the largest factor for mobile devices would
be user mobility [31]. Mobile devices make use of wireless
access points when they are able to, and these APs have a
typical range of less than 100 meters. When a user is outside
of coverage range he/she is unable to communicate with the
server, and during these times, if the device needs to send
results, they are considered to have failed. When the device
regains communication coverage, it resumes processing. We
use these mobility and failure statistics to extract a failure
distribution for our worker devices. [31] reports that the
time spent at any AP or location follows a log-normal dis-
tribution, and that the movement speeds of the users also
follow a log-normal distribution. Based on this result, in our
experiments, we have set the failure rates for our devices to
follow such a distribution.

Devices which display transient failures are still very use-
ful in our system. In our work, we predict the failure rate of
these devices due to their self-similar nature, a device which
fails often is expected to fail often in the future. We can
produce an expected time for different devices to perform
tasks which helps us develop a better schedule for the ap-
plications to meet their deadlines. By selectively replicating
tasks to less failure prone workers and profiling the execution
times of the tasks, we can effectively meet the real-time con-
straints, even under failures. Our focus in this paper is on
device failures; server failures can be addressed with the use
of backup servers and checkpointing techniques that record
the state of the server and transfer it to a backup server in
the event of a failure[19]. In our previous work, we have
studied the problem of fault tolerance for distributed object
systems[34] [38]. However, the issue of server failures is a
research area by itself, and is not considered in this paper.

3. BACKGROUND
In this section we first provide an introduction to the

MapReduce framework. For the baseline MapReduce im-
plementation we have used Misco [15], a distributed mobile
MapReduce platform targeted at any device that supports
Python and network connectivity. This is a porting of the
MapReduce system to run on a network of smartphones.
For completeness, in this section we give a brief description
of the specific implementation of Mapreduce we have devel-
oped to run on the network of smartphones. In the next
sections we describe the current work which is the real-time
model and the scheduling strategy.

3.1 The MapReduce Framework
The MapReduce framework [14] is a flexible, distributed

data processing framework designed as an abstract machine
to automatically parallelize the processing of long running
applications on petabyte sized data in clustered environ-
ments where nodes have high and stable connectivity, rela-
tively low failure rates and a shared file system. The MapRe-
duce programming model provides a simple way to split a
large computation into a number of smaller tasks; these
tasks are independent of each other and can be assigned
on different worker nodes to process different pieces of the
input data in parallel. The main insight of MapReduce is
that the programming model is clean and simple to use, yet
powerful enough to do sophisticated computations in paral-
lel. Due to the independent nature of the tasks, replication
of the tasks due to worker failure is simply a matter of re-
assigning the task at another worker if the server does not
receive a response from the first worker.

MapReduce was inspired by two functional language prim-
itives: map and reduce. The map function is applied on a
set of input data and produces intermediary < key, value >
pairs, these pairs are then grouped into R partitions by ap-
plying some partitioning function (e.g. hash(key) MOD R).
All the pairs in the same partition are passed into a reduce
function which produces the final results. The popularity
of the MapReduce framework is attributed to its simplicity,
portability and powerful functional abstractions. Applica-
tion development is greatly simplified as the user is only
responsible for implementing the map and reduce functions
and the system handles the scheduling, data flow, failures
and parallel execution of the applications.

3.2 The Misco System
The Misco system is a MapReduce implementation that

runs on mobile phones. Misco comprises a Master Server
and a number of Worker Nodes. The Master Server keeps
track of user applications, while the Worker Nodes are re-
sponsible for performing the map and reduce operations.
The Master server also maintains the input, intermediary
and result data associated with the applications, keeps track
of their progress and determines how application tasks should
be assigned to workers. [15] provides in-depth design and
implementation details of the system. The Misco system is
publicly available at http://www.cs.ucr.edu/∼ jdou/misco/.

The main responsibility of the worker is to process map
and reduce tasks and return the results to the server. When
a worker is free, it will contact the server and request a
task. Each task is characterized by the name of the applica-
tion which the task belongs to, the location of the module
containing the map or reduce operations and the location
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of the input file. The worker stores locally: its input data,
module and any results it has generated for each task. Fi-
nally, a logger component is used to maintain local statistics
regarding the processing times of the tasks and progress.

The Server is in charge of keeping track of applications
submitted by the user and assigning tasks to workers. The
Server is multi-threaded, spawning a new thread to handle
incoming worker connections. Applications are created and
managed by the user using a browser interface. The server
consists of an Application Repository component that keeps
track of application input and output data, and an HTTP
Server that serves as the main communication between the
workers and the server. It is responsible for receiving re-
quests, displaying application statuses to the user via the
web UI and handling the downloading and uploading of data
files. The UDP Server is used to listen for incoming worker
logs, which it stores in Worker Logs.

The Server also gathers failure and computation time statis-
tics for the workers in the Client Information component.
The success rate of a worker is calculated as the number of
successful results it has returned divided by the total number
of tasks it has been assigned. In cases of transient failures,
if the worker is unable to contact the server when it returns
the results, it will abort the task and enter into idle mode
and poll the server for new tasks.

We have extended the system with a Scheduler component
that implements our scheduling approach (described in the
next sections). We have developed the system in Python and
run it on the Nokia N95 8GB smart-phones [39]. The reason
we use Python is because the Nokia N95 smart-phones sup-
port a beta implementation of Python 2.5.4 called PyS60.
Our design does not use any proprietary or any Python-
specific features, and therefore can be run on any Python
enabled phone or can be ported to different operating or
programming environments.

4. MICRORT SYSTEM MODEL

Figure 1: A simple visual representation of the map
reduce model.

We consider a system that consists of a set of N dis-
tributed applications A = A1, A2, ..., AN running on a set
of M worker nodes (mobile phones) W = W1,W2, ...,WM .
Each distributed application Aj is represented as a flow
graph (shown in Figure 1) that consists of a number of map
tasks (T j

map) and a number of reduce tasks (T j
reduce) execut-

ing in parallel on multiple worker nodes.
Distributed applications are triggered by the user, they

are aperiodic and their arrival times are not known a priori.
Each application Aj is associated with a number of parame-
ters: We call ready time rj the time the application becomes

available in the system. Deadlinej is the time interval, start-
ing at the ready time of the application, within which the
application Aj should be completed. The execution time,
exec timej of the application is the estimated amount of
time required for the application to complete. This is esti-
mated based on previous executions of the applications, by
measuring the difference from the ready time of the applica-
tion until all its map and reduce tasks complete. Thus, the
exec timej of an application depends on (1) the number of
T j
map and T j

reduce tasks, (2) the size of the application input
data, and (3) the number of worker nodes available to run
the tasks. This information is recorded and stored by the
Server for each application run in the system. We associ-
ated with each application a laxity value, which represents
a measure of urgency for the application and is used to order
the execution of the application tasks on the worker nodes.
Laxityj is computed as the difference between the Deadline
of the application and its estimated execution time. The
laxity value is adjusted dynamically based on failures and
queuing delays experienced by the tasks. The advantage
of using the laxity value is that it gives us an indication
of whether the execution of the tasks has delayed and how
close the task is to missing its deadline; the task with the
smallest laxity value has the higher priority, while, when the
laxity value becomes negative the task is estimated to miss
its deadline and thus it can be dropped. Our work targets
soft real-time systems, where missing a deadline is not catas-
trophic for the system. Thus, our goal is to maximize the
number of applications that meet their deadlines.

For each task t of an application Aj we compute: the
processing time τ j

t,k, the time required for the task to exe-
cute locally on worker Wk. This includes the time required
to process input data, upload the results to the server and
clean up any temporary files it generates. These times can
be either provided by the user or obtained easily through
profiling mechanisms with low overhead [29].

Our system schedules map and reduce tasks to execute in
parallel on the worker nodes. Each worker node is able to run
either a map or reduce task at any one time. Tasks cannot
be preempted once they have been assigned to a worker,
however, the execution of tasks from different applications
can interleave. The worker is only responsible for executing
the current task it is assigned, it does not keep track of the
tasks (and from which applications) it has completed as the
server maintains this information. This is possible because
all tasks are independent of each other and the system is
responsible for providing the proper input data for each task.

We are not concerned about the network topology of the
system, similar to other cell phone based systems [36], we
assume that if we have connection to the server, it is over
a one-hop HTTP connection. Any networking overhead is
implicitly accounted for by monitoring worker timings and
gathering statistics.

5. OUR SCHEDULING SCHEME
The main responsibility for our MiscoRT scheduler is to

assign tasks to workers when they make requests. We have
developed a two-level scheduling scheme, as follows (the ar-
chitecture of our system is shown in figure 2):

• The first-level scheduler, the Application Scheduler,
determines the order of execution of the applications
based on their urgencies and timing constraints. It es-
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timates the execution times of the applications using
an analytical model that also considers mobile node
failures.

• The second-level scheduler, the Task Scheduler, dy-
namically schedules application tasks and uses the mea-
sured laxity values of the tasks to adjust their schedul-
ing order to compensate for queuing delays and worker
node failures.

5.1 Failure Model

Figure 2: Our system architecture.

In this section we present our model to estimate the exe-
cution times of the applications under failures. We assume
that the failures of the worker devices follow a Poisson distri-
bution and that failures are transient. In cases where per-
manent failures occur, the total number of workers would
be reduced as the failed workers cannot make any further
requests for tasks and are, therefore, not assigned any addi-
tional tasks. It has been shown that the time to failure for
systems can be accurately represented using a Poisson dis-
tribution [16]. Assume that λi is the failure arrival rate for
a single worker Wi. When a worker fails, all progress on the
task it was executing is lost, and the worker experiences a
failure downtime following a general distribution with mean
time for recovery μi.

For application Aj and worker Wi, we summarize these
parameters as follows:

• λi - failure arrival rate for worker Wi

• τ j
i - local processing time for task of application Aj on
worker Wi

• μi - mean recovery time from a failure for worker Wi

• wj
i - expected task processing time including failures

5.1.1 Single Task, Single Worker

Our basic unit of work is a single task executing on a sin-
gle worker Wi with processing time, including failures, C
(we omit superscripts and subscript where there is no am-
biguity). The probability of failure during a task processing
is τλ, the corresponding probability of success is 1 − τλ.
Let F be the number of failures before the first success, this
is a geometric series, from probability theory [32], we can
compute the expected number of failures using:

E[F ] =
τλ

1− τλ
(1)

We now calculate the amount of time to successfully com-
plete a task. This is comprised of 3 parts: (1) a successful
run, requiring τ time, (2) the sum of all the times wasted
(W ) processing a task before failures occur and (3) the sum
of all the downtime (D) in order for the worker to recover
from failures:

C = τ +
∑

W +
∑

D (2)

Since failure arrival follows a Poisson distribution, failures
occur at the workers with an exponential distribution and
tasks are expected to fail halfway through processing, so the
expected wasted processing time is given by:

E[W ] =
τ

2
(3)

Let E[D] = μ be the mean recovery time from a failure.
Finally, we can compute the expected processing time for a
task on a node, including failures, as:

w = E[C] = τ +
τ

2
∗ τλ

1− τλ
+ μ ∗ τλ

1− τλ
(4)

5.1.2 Multiple Tasks, Multiple Nodes

We consider T tasks belonging to a single application Aj

and M workers. Each worker Wi can be characterized by a
different failure arrival rate parameter λi and mean failure
downtime μi. The total execution time Cj for all T tasks of
application Aj is the maximum of the individual processing
times for each worker executing tasks for this application.

Since all workers are either processing a task or in a fail-
ure state, we can model this by considering a equal-time
workload for each worker. The rate of work for worker Wi

is the inverse of its expected processing time: 1/wi. For the
workers to finish their tasks at the same time, the number
of tasks ρi assigned to worker Wi (1 ≤ i ≤ M) is:

ρi = � 1/wi∑
k∈M 1/wk

∗ T � (5)

Then, we can compute the expected execution time for the
application as:

exec timej = E[Cj ] = maxi∈M(ρi ∗ wi) (6)

5.2 MiscoRT Application Scheduler
Our application scheduler is based on the least-laxity sched-

uler and is used by the server to determine the order of ex-
ecution for the applications in the system. The Least Laxity
First (LLF) scheduling algorithm has been shown to be ef-
fective in distributed real-time systems [29]. In LLF schedul-
ing, each application is associated with a laxity value which
represents its urgency. We compute the laxity value Laxityj
of an application Aj as the difference between its deadline
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Pseudo Code 1 The MiscoRT Schedulers
MiscoRT Application Scheduler
Input: Set of applications A in system
for all Application Aj in A do

calculate Laxityj of Aj

Order A by Laxityj
Task ← TaskScheduler(Aj with smallest Laxityj)
return Task

MiscoRT Task Scheduler
Input: worker Wk requests a task, job Aj

step 1. if unassigned task T j
i ∈ Aj then return T j

i

step 2. if failed task T j
i ∈ Aj then return T j

i

step 3. T j
i ← slowest task in Aj

if T j
i will complete after deadlinej

and T j
i will complete on Wk before deadlinej then

return T j
i

and our estimate of the execution time of the application
under failures:

Laxityj = Deadlinej − current time− exec timej (7)

where the estimate of the application’s execution time is
computed using formula 6 to include worker node failures.

The laxity value for a distributed application is computed
when the application first enters the system, this is denoted
as the initial laxity. As an application executes, its laxity
value is adjusted to compensate for variations in the process-
ing speeds of the workers, worker node failures and queuing
delays. As workers start to fail and their failure rates change,
we use our analytical model to recalculate the expected ex-
ecution time and laxity. To minimize computational over-
heads, the laxity value for each application is computed only
when a worker makes a request. Applications with negative
laxities are estimated to miss their deadlines and their tasks
should not be scheduled ahead of applications which have
positive laxities. Note that no applications are dropped and
that all applications will complete eventually if at least one
worker remains available.

The advantage of this scheduling scheme is that the sched-
ule is driven by both the timing requirements of the appli-
cations and node failures, while it allows us to dynamically
adapt to changes of resource availability or queuing delays.
If the workers processing the tasks for a certain application
is slower, or exhibit failures, the laxity value of the appli-
cation will decrease and thus its priority will increase. For
applications with the same laxity value, a simple tie breaking
mechanism is used to decide which to schedule first; these
applications are treated in a first-come-first-served order.

5.3 MiscoRT Task Scheduler
The goal of the task scheduler is two-fold: First, to ensure

that all tasks of the application are scheduled for execu-
tion. Second, the task scheduler may dynamically change
the number of workers allocated to the application to com-
pensate for failures or queuing delays. If, however, the ap-
plication completes more quickly than projected, the ex-
cess workers can be used by other applications. When a
worker becomes available, the MiscoRT task scheduler de-
cides which task to run next, following these steps:
Step 1: The application scheduler determines the applica-
tion with the smallest laxity value (i.e., this is the appli-

cation with the highest priority in the system). The task
scheduler first checks whether any of the tasks of the appli-
cation have not been assigned yet. The primary insight of
this is that an application completes when all of its tasks
complete, thus we need to ensure that all of the application
tasks are scheduled for execution. During the execution of
an application, mobile devices may fail or become unavail-
able due to spotty connectivity; this can affect the capabil-
ity of an application to finish within its deadline. In these
cases we need to reinstantiate the tasks (these are called task
replicas) to other mobile devices. To minimize the number
of task replicas, we reassign tasks only if we have speculated
that the workers executing those tasks have failed or if the
task is not progressing as fast as it was estimated, causing
the application to miss its deadline.
Step 2: The next step is to check whether the task failed to
complete because of worker failures. We term that a task has
failed when all of the workers which it was assigned to, are
estimated to have failed. When the task scheduler assigns
a task t to a worker Wi, it records the start timet,i of the
task and the worker id processing the task, so that multiple
workers can be tracked in the case that the same task is later
assigned to other workers. When the task completes, the
task scheduler records the completion timet,i of the task. It
then computes the task processing time, τ j

t,i and averages it
over multiple runs of the task. Note that this time represents
the time required for one successful execution of the task.
Thus, the task scheduler can estimate that a worker has
failed if the time to process the task is significantly higher
than the average processing time τ j

t computed from previous
runs of the task. This information can be obtained at run-
time with low overhead (as we show in our experimental
section), or, in the absence of information about previous
task executions, we can use a user-defined threshold that
can be updated from the current runs.
Step 3: The last step is to check the progress of the as-
signed tasks. Using formula 4 we can estimate the amount
of time required for each task t to complete, as εjt,i = wj

i −
elapsed timet,i. (In the case that a task has been assigned
to multiple workers, the minimum εjt,i is used). We then
consider the task t with the largest remaining execution
time, εjt,i, this is considered as the slowest task and we check
whether this task can complete before its deadline. The idea
is, that, if the completion time of the slowest task is later
than the application’s deadline, then with high probabil-
ity the application is estimated to miss its deadline. This
is achieved by performing an execution time projection to
examine whether the progress of the task will cause the ap-
plication to miss its deadline. The task scheduler will also
evaluate whether allocating the task to the worker will en-
able the task to complete within the application’s deadline.
If this is not possible, then the task scheduler can use the
worker for executing other applications in the system.

Note, that, it is possible for the task scheduler to not as-
sign any tasks to the worker even if some tasks are not yet
complete. This occurs when tasks have already been as-
signed to workers and their estimated remaining completion
times εjt,i is smaller than the time it would take the new
worker to complete the task. Assigning an already assigned
task to the new worker will most likely lead to duplicated
work with no benefit to the application’s performance. In
our experiments we show that our scheme manages to min-
imize the duplicate work. Furthermore, note that, under
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Figure 3: Our testbed of Nokia N95 8GB phones
and a Linksys Router.

high failure rates where multiple nodes have failed and ap-
plications have strict timing constraints, applications can
still miss their deadline. In such unstable environments, it
might not be possible to find enough resources to run all the
applications.

6. EXPERIMENTAL RESULTS

6.1 Experimental Setup
We have conducted an extensive set of experiments to

evaluate the efficiency and performance of our scheduling
scheme using applications of different sizes and various worker
node failure rates.

Our experimental platforms consists of a testbed of 30
Nokia N95 8GB smart-phones [39]. The Nokia N95 has
ARM 11 dual CPUs at 332 Mhz, supports wireless 802.11b/g
networks, bluetooth and cellular 3g networks, 90 MB of main
memory and 8 GB of local storage. Our server is a commod-
ity computer with a Pentium-4 2Ghz CPU and 640 MB of
main memory. The server has a wired 100 MBit connection
to a Linksys WRT54G2 802.11g router. All of our phones
are connected via 802.11g to this router.

For the experiments, we used a set of 11 applications (mo-
bile tourist application, described below), 8 with 100KB in-
put data and 3 with 1MB input data. We set the deadlines
for the applications such that 5 applications have tight dead-
lines, 2 have medium and 3 have loose deadlines. We derived
these deadlines empirically by running the applications and
observing their runtimes, the deadlines used were between
100 and 550s. The failure of worker nodes follows a Poisson
distribution, as explained in section 5.1; to vary the failure
rates of our workers, we adjust the failure arrival rate, λ.
Each experiment is repeated 5 times.

To provide a fair comparison, we chose to compare our
scheduling scheme with theEarliest Deadline First (EDF)
scheduling policy, which is the most well known and effec-
tive real-time scheduler for single processor environments.
In EDF, applications are ordered based on their deadlines,
the application with the earliest deadline has the highest
priority. We paired the EDF application scheduler with a
sequential task scheduler. The same experimental parame-
ters such as deadline and data input were used for the com-
parisons.

We measure the performance of our MiscoRT scheduling
scheme using the following metrics: (1) Miss Ratio repre-
sents the fraction of applications that miss their deadlines
and (2) End-to-end time measures the time the execution of
the entire application set completes.

6.2 Mobile Tourist Application
We have built a mobile tourist application[4] [20], a location-

based social networking application, to evaluate the perfor-
mance of our approach. In the mobile tourist application,
tourists seek pictures of other tourists and the places where
these were taken in real-time, to identify popular locations
in a given geographical area that they visit. Popular loca-
tions are identified through the number of pictures taken at
these places.

To run the application we have compiled a dataset from
the Flickr photo sharing system. Flickr is an example of
a social application where users can keep photos of places
they have visited. In Flickr each picture is tagged with the
location (Latitude and Longitudes) where it was taken along
with the corresponding dates and times. Our dataset con-
sists of 50,000 image metadata (8.75 MB) taken from pub-
licly available Flickr photos. We queried the initial seed
photos from Santa Barbara and downloaded pictures from
these users, the resulting image locations span the globe.
This application operates on the user tags found in photo
metadata. The application counts the occurrences of each
tag and compiles a list of common tags to identify popular
picture types.

The map function creates key-value pairs where the key
is a tag and the value counts the instances of the key, the
value is initially 1. When there are multiple duplicate keys
from one map task input, they are grouped together and the
values summed before being sent to the server. The reduce
tasks add up all the values from the same key and arrive at
the most popular tags for photos.

This mobile tourist application is an example of a mo-
bile location-based social application that have recently seen
wide adoption and fully exercises all aspects of the system
and demonstrates the timeliness of our scheduler. More com-
plex applications mainly differ in the functions performed in
the map and reduce tasks and not in the system’s execution
sequence.

6.3 Performance of MiscoRT
For our first set of experiments, we have evaluated the per-

formance of our MiscoRT by measuring the deadline misses
and the end-to-end times of the applications. For this set of
experiments, we have set all workers to the same failure rate
and vary this failure rate. The reason we chose these met-
rics is because these are the standard performance metrics in
real-time systems. To further establish our choice, we note
here, that the reason for employing MapReduce is to satisfy
our desiderata, specifically, have a system that offers ease of
programmability and ease of adding and managing new re-
sources. Our goal is not to use the additional resources (ex-
tra smartphones) to do the work faster and increase through-
put, because it is difficult to send data around in a wireless
environment, and there are also privacy constraints. Rather,
the larger system can, easily and transparently to the pro-
grammer, be expanded to handle the additional data that
come from the additional resources (smartphones).

Figure 4 shows the application Miss ratio. As the fig-
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Figure 4: Application miss rate for MiscoRT com-
pared to EDF with uniform distribution of worker
failures.
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Figure 5: End-to-end times for MiscoRT com-
pared to EDF with uniform distribution of worker
failures.
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Figure 6: Application success rates for MiscoRT
compared to EDF with lognormal distribution of
worker failures.
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Figure 7: End-to-end times for MiscoRT com-
pared to EDF with lognormal distribution of
worker failures.

ure illustrates, for low worker failures, below 40% in this
case, there is sufficient resources for MiscoRT to schedule
all applications with only a few rare deadline misses. As
the worker failures increase further, both schedulers perform
very poorly, however, this is expected as very few devices are
available to do useful work. The figure shows that at low
failure rates the EDF algorithm causes some applications
to miss their deadlines. The reason this happens even with
small numbers of failures is that with EDF each task takes
approximately 50our algorithm results in a much better per-
formance.

The End-to-end times of the applications are shown in
Figure 5. Our scheduling scheme consistently performs bet-
ter than the EDF scheduler. At low failure rates, EDF ap-
plications complete 47% slower than MiscoRT and as failure
rates increase, EDF continues to perform worse than Mis-
coRT, being 10% slower at 50% failure rates. The reason is
that our task scheduler has the ability to adapt to failures
by selectively providing redundancy even as failure rates be-
come higher. As the failures increase, the end-to-end time
for both schedulers increase exponentially.

In a second set of experiments, we use a log-normal fail-
ure distribution among the workers to simulate the failure
characteristics from user mobility [31]. The 4 sets of failure
rates are shown in table 1. From figures 6 and 7, we see
that MiscoRT has a 30% higher success rate than EDF for
lower levels of failures and maintains a higher success rate
as more failures are introduced. MiscoRT also completes
applications faster than EDF by approximately 20% for all
our failure sets.

Comparison of MiscoRT with different Task Sched-
ulers

To further illustrate the benefit of our MiscoRT task sched-
uler, we performed experiments to show our MiscoRT task
scheduler’s performance compared to alternative task sched-
ulers. We use our MiscoRT application scheduler as the first
level scheduler and use different task schedulers as the sec-
ond level scheduler. We perform the same set of experiments
as in section 6.2, but due to lack of space, we only show the
results for log-normal worker failure rates. In particular, we
used the following task schedulers for comparison:

The random task scheduler is a naive scheduler which
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Figure 8: Application success rates for MiscoRT
compared to other task schedulers. Each task
scheduler was paired with the MiscoRT applica-
tion scheduler
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Figure 9: End-to-end times for MiscoRT com-
pared to other task schedulers. Each task sched-
uler was paired with the MiscoRT application
scheduler

Table 1: Log-normal Failure Rates for Workers

Worker 1 2 3 4 5 6 7 8 9 10
Set 1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.2 0.5
Set 2 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.2 0.4 0.8
Set 3 0.0 0.0 0.0 0.1 0.1 0.1 0.2 0.4 0.8 0.9
Set 4 0.0 0.0 0.0 0.2 0.2 0.4 0.6 0.8 0.9 0.9

picks a random task from the application to execute. The
advantage of the random task scheduler is that it has very
low overhead, it does not have to store any information
about workers, but it wastes computational resources.

The sequential task scheduler is a baseline scheduler
which improves on the random task scheduler by reducing
the number of duplicate task assignments. It picks tasks in
sequential order until they successfully execute. This sched-
uler has low overhead as it does not keep track of statistics,
however, it does not consider worker failures.

The Modified Hadoop task scheduler is based on the
FIFO-based task scheduler used by the popular Hadoop
MapReduce framework [13]. Hadoop is designed for cluster-
based environments where there is constant feedback from
the workers informing the scheduler of their progress on
tasks. Our system, on the other hand, has limited resources
and no fixed infrastructure, thus, implementing such progress
tracking would be infeasible. To provide a fair comparison,
we follow the spirit of the Hadoop scheduler, however, we
attempt to speed up the execution time by re-assigning tasks
only when the previous worker is taking more than the av-
erage amount of time to complete that task.

The Miss Ratio in figure 8 and End-to-end times in
figure 9 demonstrates that our task scheduler consistently
outperforms its competitors. MiscoRT has a 25% to 40%
higher success rate than the other task schedulers. Mis-
coRT has comparable end-to-end application times with the
modified Hadoop scheduler when the failure rates are lower,
but performs better when failure rates are higher.

6.3.1 Model Validation
In our next experiment, we wanted to validate our model

by comparing the predicted execution time for an applica-

tion (using the model described in section 5.1) with actual
measured execution times of the application. For this exper-
iment, we used a single application consisting of 73 tasks.
We also assume that all worker nodes fail with the same
rate, and we varied the failure rate of the nodes. As figure
10 shows, our model is very accurate, as it’s predicted times
are very close to the measured times observed from running
the application in our system, even at high failure rates.

6.3.2 Scalability
We also wanted to measure the scalability on our system.

For this set of experiments, we varied the number of appli-
cations in the system, while the failure rates of the phones
were set to 0. Figure 11 shows the End-to-end times, it
increases linearly with the number of applications, as we ex-
pected, this is due to us having a fixed processing power and
linearly increase the amount of work.

6.3.3 Deadline Sensitivity
In this experiment, our goal was to test the sensitivity of

deadline value on the application miss rate. We have varied
the tightness of the deadlines by a constant factor, ranging
from the original deadlines to 20% of their values, while
leaving the other parameters the same. A tighter deadline
means that the applications have less time to execute. We
report the results when the global worker failure rate was set
to 20%, but we have obtained similar results for other failure
rates. Figure 12 shows that both schedulers perform worse
as the deadlines tighten, but MiscoRT outperforms EDF
consistently. When the deadlines are set very tight, at 0.2
of their original values, all applications miss their deadlines
when using EDF while only 70% miss their deadline using
MiscoRT.
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Figure 10: Model validation over various worker
failure rates.
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Figure 11: End-to-end time as number of appli-
cations are varied.

6.3.4 Overhead and Resource Usage
In this set of experiments, we measure the overhead and

resource usage of our system. We monitor the CPU, memory
and power consumption using the Nokia Energy Profiler [2].
The MiscoRT system only requires 800KB of memory and
our scheduler does not introduce any additional overhead as
it is very small, requiring only 150 lines of code. This mem-
ory usage is very small compared the 90MB of free RAM
available.

As the application runs, the memory usage is dependent
on the user’s modules and how much of the data is stored
into memory. For our applications, during the map tasks,
we stored mapping key,value pairs in memory and required
slightly more memory than our input data pieces, up to an
additional 300KB. We use larger reduce partitions and our
additional memory requirements there went up to 700KB.

We also monitored the power usage on the phones. We
found that processing data requires 0.7 watts while network
access requires more than twice that amount of power at
1.6 watts. It is much more energy efficient to process data
locally than to send data over the network. The CPU uti-
lization for tasks is dependent on the application and also
on any other programs or program schedulers running on
the phone. MiscoRT will gladly use any processing power
available to it.

In the last experiment (figure 13) we also measured the
overhead of the Master Server. Note, that, the Master Server
is responsible to keep track of the user applications and
maintain the input, intermediate and result data from each
application submitted in the system. In this experiment, the
workload we used was an application with 1MB input data;
this was split to workers with 100 line pieces for each worker.
The figure shows that the Server manages to keep its load
below 6% at all times. We also measured the memory usage
of the Server. Our measurements indicate that the MiscoRT
Server uses 1,572,369 bytes on an Intel(R) Core(TM)2 Duo
CPU E8200 (running at 2.66GHz) processor.

7. RELATED WORK
Recently, many MapReduce systems have been introduced

[13] [43] [25] [40]. [25] targets graphics processors and [40]
provides MapReduce for multi-core and multiprocessor sys-
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Figure 12: Application miss rates as a function
of deadline strictness.

tems while are concerned with mobile devices. Hadoop [13]
is currently one of the most popular MapReduce frame-
works, is targeted at a cluster environment with long run-
ning applications. It offers a Capacity Scheduler which is a
fair scheduler that guarantees a predefined fraction of the
computing capacity to each queue. Disco [43] is another
framework, targeted at the same environment as Hadoop.
Disco provides a single first-come-first-serve scheduler, any
excess capacity in the system is then allocated to subse-
quent applications on the queue. Unlike these works, we
consider the problem of meeting the end-to-end real-time
requirements of the applications in resource restrictive envi-
ronments (mobile systems) and under unstable conditions.
[37] has implemented a MapReduce system on cell phones
and showed that cell phones already provide a significant
source of computational power. However, they do not con-
sider any timing concerns.

In our previous work, we have introduced Misco [15], a
MapReduce framework aimed at mobile phones, in this work,
we have extended the Misco system with a scheduling system
to provide support for applications with timing constraints
in the form of deadlines.

The problem of scheduling in the presence of failures has
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Figure 13: Master Server workload.

been studied in prior works, primarily in cluster-based and
distributed system settings [7] [44]. The main methods of
dealing with failures are spatial redundancy, temporal re-
dundancy and checkpointing. Spatial redundancy replicates
tasks on multiple nodes so that if any of the nodes fail,
the execution of the task is not interrupted; however, this
scheme requires extra nodes to run the replicas. Temporal
redundancy re-executes tasks after they have failed, this has
the disadvantage of requiring more time but does not re-
quire extra nodes. Checkpointing [19] is used to limit the
amount of work lost when failures occur, but the frequency
of checkpointing is an important consideration. Scheduling
distributed applications in mobile settings with restrictive
resources, frequent failures and network fluctuations, which
is the problem we are dealing with in this work, is not trivial.

Fault tolerant real-time scheduling is explored in [21] [11]
[6] [24] where the goal is to schedule applications to meet
hard real-time deadlines. [11] replicates a task K times
on homogeneous processors, while [24] considers heteroge-
neous processors. [21] tolerates one fault per time interval
by reserving enough slack in the schedule and [6] uses an AI
planner to generate feasible schedules for different possible
faults. In these works, schedules are first constructed offline
and are limited by the number of failures they can tolerate.
Unlike their work, we place no restriction on the number
of failures in our system and we are not considering hard
real-time requirements. [44] mathematically determines the
optimal replication factor for tasks. [17] explores the prob-
lem of placing replicas in a way so that the utility of the
system degrades gracefully when failures do occur. Proba-
bilistic reliability under failures is explored in [10] to provide
the best reliability given a number of resources or find the
minimum number of resources for a desired level of relia-
bility. The imprecise computation model, proposed in [8] is
based on tasks where precision can be exchanged for time-
liness. Our work, on the other hand, provides results based
on user supplied modules.

Middleware architectures for mobile users have also been
proposed [41]. The primary focus is on concerns such as in-
teroperability, context awareness, network connectivity and
server/client APIs. A first come first server scheduling strat-
egy for mobile devices has been proposed in [5]. However,
these systems do not consider real-time or fault-tolerant is-
sues. Fault-tolerant and real-time CORBA is explored in

[28] [23]; unlike our work they propose light weight repli-
cations for task groups on different nodes. [22] proposes
a method to split an application across both servers and
phones to improve its performance, but only deals with sin-
gle phone, server pairings. Our work is to improve the per-
formance of a distributed systems of phones.

Social applications [42] [9] [35] for phones have emerged re-
cently, however these are built over specialized systems. Our
objective is to make distributed mobile applications easier
to develop in order to become widely accessible to users and
application developers.

8. CONCLUSION
In this paper, we presented MiscoRT, a system for sup-

porting the execution of real-time applications on networks
of smartphones. We propose a scheduling system which con-
siders both the timing requirements of the applications and
the failure rates of the worker nodes when scheduling the
tasks. This is the first system, that we know of, that pro-
poses a real-time MapReduce scheduler for mobile environ-
ments. Through an extensive evaluation on our testbed of
Nokia N95 smart-phones, we demonstrate that our system
(1) performs effectively, even under failures, (2) has low over-
head, and (3) consistently outperforms its competitors. For
our future work, we plan to further explore data locality
aspects and consider device heterogeneity issues.
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