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BACKGROUND

Considering the significant success of the terrestrial Inter-
net, the National Aeronautics and Space Administration 
(NASA) and other space agencies have been working for a 
few decades to enable space communications using the In-
ternet-type protocols such as transmission control protocol/
Internet protocol (TCP/IP), namely, space internetworking 
or simply space Internet. It is well known that long propaga-
tion delays, intermittent connectivity, heavy channel noise, 
and asymmetric link rates in space environments all con-
spire to limit the effectiveness and performance of TCP over 
space communication channels, especially in deep-space 
communications [1]. The space Internet in deep-space inter-
planetary environments is generally named interplanetary 
Internet (IPN) [2]. Numerous literature surveys [2]–[7] have 
been done on IPN architectures and protocols.

Many international organizations and researchers have 
been working on developing new communication protocols 
and infrastructures for realization of the IPN, and a variety 
of solutions have been proposed [1], [8]–[13]. Among these 
developments, delay- and disruption-tolerant networking 
(DTN) [1] was designed as a new architecture to enable au-
tomated network communications despite the long link de-
lay and frequent link disruptions that generally characterize 
deep-space communications. DTN communications use a 
bundle protocol (BP) [14] to construct a store-and-forward 
overlay network that provides custody-based, message-
oriented transmission service. To use an underlying conver-
gence-layer protocol stack such as TCP/IP or user datagram 

protocol/Internet protocol (UDP/IP), BP needs a conver-
gence layer adapter (CLA) [14], [15] deployed between the 
bundle layer and the transport layer. Currently, the TCP-
based CLA (or simply the TCPCL adapter) [15], the UDP-
based CLA (or simply the UDPCL adapter) [16], and the 
Licklider transmission protocol (LTP) [17] CLA (or simply the 
LTPCL adapter [18]) are the most broadly supported CLAs 
under BP. Among these CLAs, the newly developed LTPCL 
adapter [18] is, in particular, designed to operate over point-
to-point, long-haul, deep-space radiofrequency links. Some 
work [19]–[22] has been done in studying the performance 
of the DTN CLAs in space communication systems. These 
studies focus on experimental evaluation of file transmission 
performance and efficiency of the protocols using a test bed.

DTN uses the well-known approach of store and forward 
with optional custody transfer for which a network node 
agrees to store a file in memory storage until its successful 
reception is acknowledged by the next node. While memory 
consumption for data storage is taken into consideration in 
protocol design and configuration for the terrestrial Internet, 
it is a significantly important issue in deep-space communica-
tions because of the excessively high cost of space resources.

In a commonly adopted, relay-based IPN communication 
infrastructure, a relaying spacecraft that takes “custody” of 
a data unit keeps the data in memory storage until another 
spacecraft takes over custody or it is received by an Earth 
ground station. It is important that the memory for data stor-
age of a spacecraft is not occupied by a data unit longer than 
necessary because of the high cost of memory resources in 
space. This is critical for file transmission in a deep-space in-
terplanetary infrastructure, which is characterized by frequent 
and lengthy link disruption and extremely long link delay that 
likely cause memory storage exhaustion and thus data over-
flow or losses at a relay spacecraft, resulting in significant per-
formance degradation for the end-to-end data transmission.

While the BP and LTP of DTN are targeted as standard 
file transfer protocols for deep-space communication net-
works, it is crucial to characterize its dynamics of memory 
occupancy and release in file transfer over a range of opera-
tional scenarios envisioned for future deep-space missions. 
However, little work has been done on this subject. In this 
paper, we present an experimental study of the memory 
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variation dynamics for LTP-based data transmission in a 
typical relay-based deep-space communication system char-
acterized by an extremely long signal propagation delay, 
lossy data links, and asymmetric data rates. The goal of this 
work is to characterize the dynamics of memory occupancy 
and release imposed by the use of LTP for file transfer in 
a deep-space mission. Provided that it is hardly possible to 
study the memory dynamics of LTP for file transfer in a re-
alistic deep-space environment, this work is useful in under-
standing the use of memory and buffer requirement for LTP 
in an emulated file transfer scenario that is close to realistic 
deep space. These are the main contributions of this paper.

OVERVIEW OF LTP-BASED DATA TRANSPORT IN SPACE

As discussed, the LTPCL adapter is the most broadly sup-
ported CLA under BP, working with corresponding trans-
port protocols to provide reliable data transport service in 
the deep-space communications. When LTPCL works with 
BP, a source file either may be transmitted in a single BP data 
bundle or may be divided into multiple file data fragments, 
each of which is transmitted in a separate BP data bundle. 
For the purposes of the present experiment, each source file 
was divided into fragments of fixed size for transmission in 
bundles. BP passes its bundles as “service data units” to LTP 
for transmission; the service data units are aggregated into 
LTP client data “blocks” (each block containing one or more 
complete service data units), and each block is divided into 
multiple “segments” for transmission [18].

For data transmission using the LTPCL protocol stack, an 
entire file is transmitted by a sender in a continuous manner 
in units of data blocks. For the LTP segments of each single 
block issued by the LTPCL adapter, LTP provides selectable 
transmission service according to mission requirements and 
transmission capability, including reliable and unreliable op-
tions [18]. Both reliable and unreliable transmission service 
can be provided for different portions of a single client data 
block. Figure 1 illustrates an LTP block transmission opera-
tion and interactions between sending node and receiving 
node [23]. As illustrated, a single block consists of a “red” data 
part for which reliable data transfer is required followed by 
a “green” data part for which reliable data transfer is unnec-

essary. The delivery of the “red” part of the block is assured 
through acknowledgment and retransmission. In compari-
son, the “green” part is transmitted without any attempt at 
recovery and completeness if errors occur. The length of either 
part may be zero; that is, any given block may be designated 
entirely reliable or entirely unreliable. However, unlike TCP, 
LTP does not perform any flow or congestion control.

As shown in Figure 1, each data block is fragmented into 
LTP data segments, according to the underlying link service 
maximum transmission unit (MTU) size. Some of the seg-
ments are flagged as checkpoints (CPs) to check the recep-
tion status of the LTP data block. When a CP arrives and all 
segments of a block are received successfully without error, 
the segments are reassembled into the original LTP block. 
The receiver responds to a received CP by returning a report 
of cumulative reception for the block, termed a report seg-
ment (RS), that is, an acknowledgment for the block. In other 
words, an RS acknowledges a CP, and it serves as either a 
positive acknowledgment (if all data of this block were suc-
cessfully received) or a negative acknowledgment (if some 
data of the block were not successfully received and must 
be retransmitted). Both RSs and CPs are on timers, and they 
are retransmitted if not acknowledged. The sender returns a 
report acknowledgment (RA) to the receiver in response to 
an RS. The optional transmission of multiple CPs per trans-
mitted block or of interim reports on receptions can provide 
accelerated retransmission service.

As an illustrative example, in Figure 1, the sender sends 
the second red segment as a CP to check the reception sta-
tus of the data block. The CP is acknowledged by the receiver 
with a RS that the first two red segments were received suc-
cessfully. Then, an RA is returned to the receiver immediately. 
Following the transmission of an RA, assume that the last red 
segment (i.e., the red one marked CP and the end of red part 
in Figure 1) is sent out but lost; the second green segment is 
also lost. After an end-of-block message is sent at the end of 
the file transmission, the lost red segment is retransmitted but 
the lost green segment is not, because the red data part needs 
reliable transfer while the green data part does not.

A natural strategy for using LTPCL is for each LTP block 
to contain exactly one BP bundle (i.e., one bundle per block or, 
simply, 1 bundle/block). However, as discussed in [21], this 
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strategy results in the transmis-
sion of an RS for each bundle, 
no matter how small the bun-
dle; the volume of acknowl-
edgment traffic can be high, 
especially if bundles are small. 
Space communication channels 
are frequently asymmetric in 
terms of channel bandwidth: 
the bandwidth of the uplink 
(from Earth to the spacecraft) 
is generally much lower than 
the bandwidth of the down-
link channel (from the space-
craft to Earth). For the highly 
asymmetric space channels, the 
limited acknowledgment chan-
nel capacity causes delay and 
possible loss for some RSs and 
results in goodput performance 
degradation of data transmis-
sion. High channel-rate asym-
metry in space constrains ag-
gregating multiple BP bundles 
into a single block rather than 
transmitting each bundle in 
its own block [24]. Because the 
expanded entire block is still 
acknowledged by a single ac-
knowledgment (RS) from the 
receiver, i.e., still following the “one acknowledgment per 
block” policy, the bundle aggregation may significantly re-
duce the acknowledgment traffic. As a result, the reduced 
acknowledgment traffic is likely to be handled effectively 
by the limited acknowledgment channel rate. However, our 
prior study [21] shows that bundle aggregation significantly 
improves LTP performance over highly asymmetric channels, 
so we exercise that feature in the current work.

TYPICAL IPN COMMUNICATIONS ARCHITECTURE AND 

MEMORY DYNAMICS FOR OPERATION OF DTN

Considering the limitations of direct connection time be-
tween any two moving planets, a relay strategy has often 
been taken in space communication to improve the effective-
ness of data transmission over a long-haul space link [25]. 
Recent Mars exploration missions have relied on Mars-orbit-
ing satellites to relay to investigators on Earth the high vol-
ume of science data generated by rovers on the Martian sur-
face. These relay operations constitute a functional precursor 
to the anticipated IPN architecture. In an IPN scenario, data 
relay could be achieved in two ways: (1) through a planet-
orbiting relay spacecraft and (2) through an earth-orbiting 
spacecraft. In Figure 2, a relay-based IPN (cis-Martian) com-
munication architecture using an orbiting spacecraft to for-
ward data from the Mars to Earth is illustrated [26].

For cis-Martian (i.e., between Mars and Earth) data trans-
mission across the primary data relay path of the IPN archi-
tecture shown in Figure 2, the Mars rover, as the source node 
of data, is the initial custodian for some bundle for which 
the application has requested custody transfer. It sends the 
bundle to the Mars relay orbiter as a potential second custo-
dian. After the Mars rover sends the bundle, it also starts a 
time-to-acknowledgment retransmission timer. If the relay 
orbiter’s BP agent accepts custody of the bundle, it returns 
a custody acknowledgment to the rover, informing the Mars 
rover that the data were successfully received and that it ac-
cepts the bundle, which is stored for transmission. The rover 
may then discard the copy of the bundle that it has retained 
in case retransmission of the bundle is required. If no custo-
dy acknowledgment is returned from the relay orbiter before 
the rover’s timer expires, the bundle is retransmitted.

After the bundle is accepted by the Mars relay orbiter, it 
is immediately forwarded to the third node (which in this 
case is the destination node on the Earth ground station) if 
the link between them is available. If no link is available, 
the bundle is stored (possibly for a long time) in persistent 
storage at the relay orbiter until the link becomes available. 
The bundle is eventually delivered to the Earth ground 
station node, which is acting as the destination node. The 
bundle is also forwarded to any further custodians in suc-
cession in the same way until it is finally delivered to the 
destination node.

Figure 1. 
LTP data block transmission and interactions between sending node and receiving node (courtesy 
of LTP for CCSDS [23] with changes).
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The adoption of custody 
transfer and persistent stor-
age at custodians enhances 
the likelihood of end-to-end 
message delivery by advanc-
ing responsibility for reliable 
message delivery toward its 
final destination. Each custo-
dian (particularly the Mars re-
lay orbiter in this case) keeps 
a copy of each bundle sent 
until it receives a custody ac-
knowledgment signal confirm-
ing that the bundle has been 
received successfully at some 
other node that has taken cus-
tody of the bundle. A custody 
acknowledgment simply signi-
fies that the responsibility for 
end-to-end reliable delivery of 
a message has been delegated 
to another custodian. If the 
bundles are lost or corrupted 
when received, they need only 
be retransmitted from the cur-
rent custodian, rather than all 
the way from the source node as in TCP/IP.

Unlike the Internet, in which a router can discard packets 
when its volatile memory is exhausted, DTN messages are 
stored in permanent memory storage and cannot be discard-
ed if custody has been accepted. Custodial bundles can only 
be discarded when either their custody has been accepted by 
another custodian or their application-specified lifetime has 
expired. As discussed, it is critical that the memory for data 
storage is not occupied by a data unit longer than necessary 
because of the high cost of resources in deep-space communi-
cations. Specifically, the mission operation personnel always 
want the portion of the memory to be released earlier and 
thus to be made available earlier for other critical space appli-
cations. In addition, the frequent and long link disruption and 
extremely lengthy propagation delay in the interplanetary en-
vironment can easily cause the successive hop of a channel 
(e.g., the link from the Mars relay orbiter to the Earth ground 
station in Figure 2) to be unavailable for a long time for suc-
cessive data forwarding. This likely causes memory storage 
exhaustion and thus data overflow at the Mars relay orbiter 
in Figure 2. As a result, the lost data have to be retransmitted 
from the source node to the relay orbiter and possibly have to 
wait again for the next hop of link to become available. This 
surely causes transmission performance degradation for the 
entire data delivery for the mission.

EXPERIMENTAL RESULTS

In this section, we present the evaluation results of the 
dynamics of memory occupancy and release for LTP data 

transmission in a deep-space communication system. Due to 
the similarity of the experimental results, only a few sets of 
representative results are presented. The experimental setup 
and configurations are described prior to presentation of the 
experimental results.

EXPERIMENTAL	SETUP	AND	CONFIGURATION

As introduced, in order to quantify the memory dynamics, 
realistic file transfer experiments were conducted by run-
ning the DTN protocols over a deep-space communication 
emulation infrastructure. A personal computer (PC)–based 
space communication and networking test bed (SCNT) was 
built to implement an emulated deep-space communication 
infrastructure. Refer to [19, Figure 1] for a block diagram of 
the SCNT. Previous research [19]–[22] shows that the experi-
mental results obtained from the SCNT are generally con-
sidered valid and the test bed can effectively evaluate the 
performance of a protocol for data-flow file transfer over a 
space communication channel.

The file transfer experiment with LTPCL was conducted 
by running BP/LTPCL over UDP/IP on the SCNT, i.e., BP/
LTPCL/UDP/IP, which is simply called LTP in this paper. 
The DTN BP and LTPCL implementations used for our ex-
periments were provided by the Interplanetary Overlay 
Network (ION) distribution version 3.1.3 [24] developed 
by the Jet Propulsion Laboratory (JPL), California Institute 
of Technology (Caltech). For LTPCL, the BP bundle was 
declared to be 100% red data for reliable transmission of 
all data bytes. The data of memory occupancy and release 

Figure 2. 
A typical relay-based deep-space (cis-Martian) IPN communication architecture [26].
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are collected at the deep-space relay orbiter to measure the 
memory dynamics imposed by LTP for reliable and com-
plete file delivery in a typical relay-based deep-space com-
munication infrastructure.

Table 1 lists the major configuration parameters of our 
experiments. The experiments were conducted by transfer-
ring a text file of 10-Mbyte using the SCNT, and 16 test runs 
were performed in each experimental configuration. The 
source file of 10-Mbyte was divided into fragments of 1,000 
bytes that were fixed in size for transmission in bundles. As 
explained in the overview, BP passes its bundles as service 
data units to the LTP convergence layer for transmission. 
The service data units are aggregated into the LTP client data 
blocks. Six aggregated LTP block sizes are selected for the ex-
periment—10, 20, 40, 80, 160, and 320 bundles/block. These 
block sizes are selected to study the memory variation dy-
namics for LTP data transmission with different data trans-
port units. Considering that space communications are gen-
erally characterized by asymmetric channel rates, the effect 
of asymmetric channel rates is also taken into consideration 
in the file transfer experimental evaluation. Channel ratios 
of 1:1, 100:1, and 500:1 were selected in the experiment, and 
their data and acknowledgment channel rates are specified 

in Table 1. (A channel ratio is defined as the ratio of the data 
channel rate to the acknowledgment channel rate.)

Three simulated bit error rates (BERs)—0, 10−7, and 10−6—
were chosen to simulate three levels of deep-space channel 
noise. The choice of 0 BER is expected to establish the base-
line memory dynamics over a clean or nearly clean channel. 
The BERs of 10−7 and 10−6 are adopted to introduce moderate 
and high data-loss rates over deep-space links, and they are 
historically typical of the range of noise levels encountered 
in forward-error–corrected deep-space flight communica-
tions. A simulated propagation delay of 10 minutes was se-
lected in our experiment to introduce a deep-space one-way 
link delay that is common over a cis-Martian channel.

MEMORY	DYNAMICS	MEASURED	FROM	EXPERIMENTS

In Figures 3–5, sample experimental results of memory dy-
namics are illustrated for LTP in transmission of a 10-Mbyte 
file over an emulated deep-space communication scenario. 
The evaluation results are only selected for three of the six 
experimental block sizes—10, 80, and 320 bundles. They are 
selected to show the memory dynamics at a typical small, 
midsize, and large block, respectively. The experiments are 
configured for a scenario with a one-way link delay of 10 
minutes, a channel BER of 10−6, and a channel ratio of 500:1 
(2 Mbit/s to 4 Kbit/s). The memory dynamics are presented 
in both the percentile of memory released and the absolute 
size of memory released versus the file transmission time in 
seconds. For comparison at all three block sizes shown in Fig-
ures 3–5, we observe that the smaller a block size (i.e., with 
fewer bundles aggregated) is, the earlier the system starts to 
release the occupied memory. In other words, a larger block 
(i.e., with more bundles aggregated) generally releases the 
occupied memory slowly. Numerically, for transmission 
with a block size of 10 bundles aggregated, shown in Figure 
3, around 90% of the occupied memory is released after 20 
minutes (i.e., 1,200 seconds), which is the time interval taken 
by the first transmission effort, given that the configured 
one-way propagation delay is 10 minutes. For the remaining 
10% of the occupied memory, around 8% is released after 
the second transmission effort, which took another round-
trip time of 20 minutes. A few blocks of memory were still 
occupied after that, and they took another transmission ef-
fort to release them, ending up with more than 3,600 seconds 
required to release all occupied memory. In comparison, for 
the transmission with a block of 80 bundles, illustrated in 
Figure 4, around 50% of the occupied memory is released 
after the first transmission effort, around 40% is released af-
ter the second transmission effort, and the rest is released by 
the third effort.

For the transmission with a large block of 320 bundles 
aggregated, shown in Figure 5, the occupied memory is re-
leased much later. Less than 10% of the memory is released 
by the first transmission effort, and around 88% of the 
memory is released after the second effort. In other words, 
around 90% of the memory is still occupied after the first 

Table 1.

Experimental Factors and Configuration

Experimental Factors Settings/Values

DTN protocol 
implementations

ION version 3.1.3 [24] 
from JPL, Caltech

DTN protocol 
layering and 
configurations

BP/LTPCL/UDP/IP 
with BP’s custody 
transfer option 
disabled

LTP red/green 
settings

Bundles are set 100% 
red data

MTU size 1,500 bytes

LTP segment size 1,400 bytes

Bundle size 1,000 bytes

No. bundles 
aggregated per block 
(bundles)

10, 20, 40, 80, 160, 
and 320

Buffer size 11-Mbyte

Channel ratio  
(data-to-
acknowledgment rate)

1:1 (2:2 Mbit/s)

100:1 (2 Mbit/s to 20 
Kbit/s)

500:1 (2 Mbit/s to 4 
Kbit/s)

BER 0, 10−7, and 10−6

One-way link delay 600 s (10 min)

Experimental file size 10-Mbyte
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transmission effort. From a perspective of memory release 
performance, this is much slower in comparison to the trans-
mission with a block of 10 bundles, which has only 10% still 
occupied after the first transmission effort.

The difference in memory release speed among different 
block sizes can be explained easily. A data sender releases a 
block of data from the occupied memory only if a positive 
RS corresponding to this block is successfully received. As 
described earlier, a data receiver can only issue a positive 
RS if all segments of a block are completely and successfully 
received. This means that loss or corruption of a single data 
segment from a whole block over the data channel causes an 
entire block of memory to be held by the sender, even when 
all other segments of the block are successfully received. The 

sender keeps the memory occupied until the resent (lost or 
corrupted) segment fills out the gap of the block and an is-
sued positive RS is received.

Given the same length of a segment (e.g., 1,400 bytes con-
figured in our experiments), a large block size would have 
a large number of segments for transmission while a small 
block size has a small number of segments. For example, 
for the block size of 10 bundles and the block size of 320 
bundles experimented with in this work (with the bundle 
size of 1,000 bytes configured), bundles are transmitted in 
around 7 and 229 segments, respectively. Statistically, such 
big difference in the number of segments surely results in a 
different probability for a successful transmission of a block. 
This means that on average, a small block requires a much 
smaller number of transmission efforts (i.e., round-trips) for 
its successful delivery in comparison to a large block. That 
implies that the transmission with a small block can receive 
the corresponding positive RS earlier than the one with a 
large block; therefore, the sender can release a block of data 
from the occupied memory faster, because the block is re-
leased as soon as the RS is received.

The difference in the memory release speed among dif-
ferent block sizes is more obvious for a comparison among 
data block sizes. Figure 6 shows a comparison of the memory 
dynamics among all six experimental data blocks, ranging 
from 10 to 320 bundles, for the transmission of a 10-Mbyte 
file at a channel BER of 10−6 and a channel ratio of 500:1.

Table 2 provides a comparison of the statistic percentile of 
memory released during the file transmission after the first 
round-trip and the second round-trip transmissions for all six 
experimented block sizes, at all three channel noise levels, and 
with a channel ratio of 500:1. We see that for all six block sizes, 
100% of memory is released at a BER of 0 even after only the 
first round-trip. But it decreases with an increase in channel 
BER. For example, at a BER of 10−7, the released percentile is 

Figure 4. 
Memory dynamics of LTP for an LTP block size of 80 bundles in 
transmission of a 10-Mbyte file over a deep-space communica-
tion channel with a one-way link delay of 10 minutes, a channel 
BER of 10−6, and a channel ratio of 500:1.

Figure 3. 
Memory dynamics of LTP for an LTP block size of 10 bundles 
(with a bundle size of 1,000 bytes) in transmission of a 10-Mbyte 
file over a deep-space communication channel with a one-way 
link delay of 10 minutes, a channel BER of 10−6, and a channel 
ratio of 500:1.

Figure 5. 
Memory dynamics of LTP for an LTP block size of 320 bundles 
in transmission of a 10-Mbyte file over a deep-space communi-
cation channel with a one-way link delay of 10 minutes, a chan-
nel BER of 10−6, and a channel ratio of 500:1.
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in a range of 77.83%~99.12%, and no block releases the entire 
occupied memory after the first round-trip. This is because a 
higher BER resulted in a larger number of segments corrupted 
for each block, which generally requires more round-trips to 
get all bundles retransmitted and successfully delivered to 
the receiver. The situation is worse for a very large block size 
at a higher BER; as observed, only 23.89% and 9.21% of the 
occupied memory are re-
leased at a BER of 10−6 for 
blocks of 160 and 320 bun-
dles, respectively. This is 
because with a high BER, a 
very large block more likely 
has more segments that are 
corrupted and need to be 
retransmitted, and the oc-
cupied memory of a block 
is released only if all re-
transmitted segments (and 
possible re-retransmissions) 
within the block are suc-
cessfully received, which 
results in a positive RS.

The memory release 
percentile after the third 
round-trip transmission is 
not included in Table 2 be-
cause all blocks release ap-
proximately the entire oc-
cupied memory (i.e., 100%) 
after the third round-trip. 
This happened because the 
total number of transmis-
sion efforts taken to release 
the occupied entire memory 

is three or fewer regardless of the block size, as observed from 
the illustrated memory dynamics in Figure 6.

The memory release statistic percentile reported in 
Table 2 is only for a channel ratio of 500:1. However, ac-
cording to our experimental data, the same variations 
and trend of the memory dynamics are held for two other 
channel ratios, 1:1 and 100:1. In other words, given a chan-
nel noise level, a particular block size takes the same num-
ber of round-trips to release the entire occupied memory, 
regardless of the channel ratio. In addition, with respect 
to file transmission performance, our observation shows 
that for a channel ratio and a given channel noise level, 
the variations of LTP block sizes have no impact on file 
delivery goodput.

CONCLUSION AND DISCUSSIONS

This paper focuses on characterization of memory consump-
tion and release imposed by the use of LTP for file transmis-
sions over a typical relay-based deep-space communication 
infrastructure. Based on the file transfer experiment using a 
PC-based test bed, we conclude that for transmissions over 
a clean or nearly clean channel (i.e., with a BER around 0), 
the occupied memory is released quickly regardless of the 
LTP block sizes—100% released after the first round-trip for 
all block sizes (having 10 to 320 bundles aggregated, with 
bundles of 1,000 bytes). This means that the block size has 
no impact on the memory release speed for transmissions 

Table 2.

Comparison of Statistic Percentile of Memory Released During File Transmission for All 
Experimented Block Sizes at All Three Channel Noise Levels with 500:1 Channel Ratio

Memory Released During File Transmission

BER = 0 BER = 10−7 BER = 10−6

After First Round-Trip

 10 bundles 100 99.12 91.51

 20 bundles 100 98.22 84.90

 40 bundles 100 96.71 75.05

 80 bundles 100 90.91 51.26

 160 bundles 100 87.38 23.89

 320 bundles 100 77.83 9.21

After Second Round-Trip

 10 bundles — 100 99.92

 20 bundles — 100 98.71

 40 bundles — 100 99.72

 80 bundles — 100 92.12

 160 bundles — 100 95.34

 320 bundles — 100 96.71

Figure 6. 
A comparison of memory dynamics of LTP among all six data 
blocks ranging from 10 to 320 bundles in transmission of a 
10-Mbyte file over a deep-space communication channel with a 
one-way link delay of 10 minutes, a channel BER of 10−6, and a 
channel ratio of 500:1.
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over a clean channel. However, the memory release becomes 
slower in the presence of channel error, and the speed de-
creases with an increase in channel BER. In this case, an LTP 
block size has a substantial impact on memory release: the 
smaller a block size (i.e., with fewer BP bundles aggregated) 
is, the earlier and faster a space node releases the occupied 
memory. This holds true even with variations of channel ra-
tios (1:1~500:1 for experiments in this work) and variations 
of channel noise level (i.e., BER).

As discussed, the memory components in a space node are 
generally costly. The drawn conclusions are useful for deep-
space mission and protocol designers and mission operation 
personnel who consider both memory component allocation 
or usage and transmission performance to be important. For a 
small block size, the transmission releases the occupied mem-
ory much quicker than it does for a large block size; therefore, 
the portion of the memory released earlier can be made avail-
able earlier for other critical space applications, while its trans-
mission performance is as high as that for a large block size.

FUTURE WORK

In this work, we focus on an experimental investigation 
of memory dynamics for DTN’s LTP data transmission in 
a deep-space communication system. As the planned next-
step work, we will perform a similar study in an analytical 
manner, mainly by building an analytical model to quantify 
the dynamics of memory occupancy and release imposed by 
the use of the DTN protocol for reliable and complete file 
delivery in deep-space missions. By this, we may also com-
pare the experimental results presented in this work with 
those predicted by the model to verify analytically the con-
clusions drawn in this work. In addition, an investigation of 
the memory dynamics of BP with custody transfer would be 
an interesting and useful companion to the current study.

Some work has been seen in evaluating the transmission 
performance of DTN protocols in deep-space communica-
tions based on simulation or emulation types of file transfer 
experiments. However, little work has been seen in study-
ing their performance in a theoretical manner. There is an 
urgent need to build a mathematical model to study the 
throughput performance of LTP for a better understanding 
of its operation and transmission efficiency in reliable data 
delivery in deep space. This should be of significant value to 
the space DTN research community for adoption of LTP in 
future deep-space missions and is left as another part of the 
future work. 
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