
A Time-Triggered Ethernet (TTE) Switch

Klaus Steinhammer Petr Grillinger Astrit Ademaj Hermann Kopetz
Vienna University of Technology

Real-Time Systems Group
Treitlstr. 3/182-1, A-1040 Vienna, Austria

E-mail:{klaus,grilling,ademaj,hk}@vmars.tuwien.ac.at

Abstract

This paper presents the design of a Time-Triggered Eth-
ernet (TTE) Switch, which is one of the core units of the
Time-Triggered Ethernet system. Time-triggered Ethernet is
a communication architecture intended to support event-
triggered and time-triggered traffic in a single communi-
cation system. The TTE Switch distinguishes between two
classes of traffic. The Event-Triggered (ET) traffic is han-
dled in conformance with the existing Ethernet standard,
while the Time-Triggered (TT) traffic is transmitted with
temporal guarantees. A TTE Switch is used in the Time-
Triggered Ethernet system for exchanging time-triggered
messages in a time-predictable way while continuing the
support of standard Ethernet traffic in order to use exist-
ing networking protocols such as IP, UDP or IPX without
any modifications.

In this paper we present the mechanisms the TTE Switch
uses to guarantee a constant transmission delay for time-
triggered traffic. Also an experimental validation of these
mechanisms is given.

1. Introduction
The temporal accuracy interval of information in a dis-

tributed real-time system is affected by the precision of the
global view of time. This precision depends on the jitter of
the message transmission delay over the network and the
communication protocol. A predictable real-time communi-
cation system must therefore guarantee the message trans-
mission within a constant transmission delay and bounded
jitter [7]. Due to the open nature of Ethernet it is difficult to
guarantee bounded transmission delays in systems that use
standard Ethernet networks.

The duration of the message transmission over the net-
work depends on the characteristics of the network traffic.
We distinguish between two different scenarios: coopera-
tive senders and competing senders. If senders are compet-
ing (as in standard Ethernet [5]) there is always the possi-

bility that two ore more messages are sent to a single re-
ceiver simultaneously. There are two possibilities to resolve
this conflict: back-pressure flow control to the sender (this
is the choice of the bus-based “Vintage Ethernet” [6]) or
the storage of the messages within the network (this is the
choice of switched Ethernet). Both alternatives involve in-
creased message transmission jitter which is unsatisfactory
from the point of view of real-time performance. We there-
fore conclude that in real-time systems the senders must co-
operate to avoid conflicts. This cooperation can be achieved
through coordination by reference to a global view of time.

In many industrial domains, e.g. the automotive and
aerospace domain, the functional range of distributed ap-
plications increases, and therefore the bandwidth require-
ments are reaching the limits of the currently available com-
munication mediums. This creates a demand for a new
communication medium for implementing these distributed
applications. To drive towards certification, many appli-
cations are designed using the time-triggered architecture.
So a new communication medium is needed, which sup-
ports this architecture. As Ethernet is well established in
the event-triggered world, there are many approaches which
try to adapt Ethernet in a way, that it can be deployed
in applications where temporal guarantees are necessary
[3, 4, 9, 11, 16]. A summary of these implementations can
be found on the Real-Time Ethernet web-page [1],a com-
parison in [3] and [4]. All these solutions use the concept
of cooperative senders in order to guarantee constant trans-
mission delays.

Time-Triggered Ethernet [8] allows competing senders
to coexist with cooperative senders on the same network
while yet preserving the temporal predictability of the traffic
among the cooperative senders. To integrate competing traf-
fic seamlessly in the same network without interference of
the cooperative traffic, Time-Triggered Ethernet introduces
two message classes using the standardized Ethernet frame
format [5]:

• The standard Ethernet messages used for Event-
Triggered (ET) traffic by competing transmitters.



• The Time-Triggered (TT) messages, transferred
among cooperative senders.

Standard Ethernet messages are transmitted in those time
intervals where the communication medium is not needed
for transmission of time-triggered messages. In order to
avoid that standard Ethernet traffic affects the temporal
properties of the time-triggered traffic, time-triggered mes-
sages preempt all standard Ethernet messages which are in
their transmission path.

Introducing these two classes guarantees the compatibil-
ity to standard Ethernet “commercial of-the-shelf” (COTS)
components and existing networking protocols without any
modification of the competing transmitters on the one hand
and the possibility to realize a scheduled message transfer
between all cooperative senders by establishing and main-
taining a global time base on the other hand.

This paper presents the design and implementation of the
Time-Triggered Ethernet (TTE) Switch that integrates stan-
dard Ethernet traffic and time-triggered traffic in one com-
munication architecture by guaranteeing predictable trans-
mission delays for time-triggered traffic. The TTE Switch is
part of a TT Ethernet system that uses the TT Ethernet pro-
tocol to integrate the required services:

(i) Predictable transmission of time-triggered messages,
(ii) Flexible communication schedule for standard Ether-

net messages, and
(iii) Clock synchronization.

This paper is organized as follows: Section 2 gives an
overview of the TT Ethernet architecture. The hardware
architecture of the TTE Switch is presented in Section 3,
whereas the functionality is given in Section 4. Section 5
presents the experimental validation results. It compares the
TTE Switch to a standard COTS switch. The results of these
experiments are discussed in Section 6 and the paper is con-
cluded in Section 7.

2. Time-Triggered Ethernet Architecture
A TT Ethernet system consists of a set of computer nodes

that communicate via the TT Ethernet protocol. A node con-
sists of a host computer and an Ethernet controller that is
connected to a switch via a bidirectional point-to-point link
(Figure 1). User applications are executed on the host com-
puter, whereas the communication controller is in charge of
executing the TT Ethernet communication protocol.

The TT Ethernet protocol distinguishes between two dif-
ferent classes of traffic:

• The event-triggered traffic that is not required to meet
strict temporal requirements regarding the transmis-
sion delay.

• The time-triggered traffic whose transmission is sched-
uled based on a conflict-free scheme and which have to
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Figure 1. Time-Triggered Ethernet System

meet strict temporal requirements regarding the trans-
mission delay.

In the case of standard Ethernet messages, the transmis-
sion of a message is not anticipated (not scheduled) and
therefore, standard Ethernet messages, originating from net-
working protocols like IP, UDP or IPX, are ET messages.

The TT Ethernet message format is based on the format
of the standardized Ethernet message (Figure 2) according
to the IEEE 802.3 standard [5]. The standardized Ethernet
frame header contains a two-byte Type Field that specifies
the type of an Ethernet message, which provides a context
for interpretation of the data field of the frame (for protocol
identification). The contents of the Type Field is adminis-
tered by the Ethernet standard authority of the IEEE in order
to assure a consistent development of Ethernet. This stan-
dard authority has assigned the value 0x88d7 as the content
of the Type Field to uniquely identify a TT Ethernet mes-
sage and the associated message protocol.

Since TT messages are scheduled and ET messages are
not, a run-time conflict situation between a TT message and
ET traffic might occur. A COTS switch will handle all mes-
sages with identically and therefore, the jitter caused by
a COTS switch is not bounded: In case of a buffer over-
flow at a port, some messages will be lost. An “intelligent”
COTS switch that implements a strict priority based Qual-
ity of Service (QoS) mechanism will provide better perfor-
mance. The jitter will be bounded by the duration of longest
packet transmission (including the inter-frame gap) which
is 123 µs at 100 Mbit/sec network speed. Additionally, it is
possible to implement an early packet dropping mechanism
for the ET message queues that prevents buffer exhaustion
for the TT packets. Some COTS switches support these fea-
tures (e.g. the “Catalyst” switches manufactured by Cisco).
However, even with an “intelligent” COTS switch, the jitter
would be too high for a communication system like the ex-
perimental setup described in Section 5. Moreover, no avail-
able solution provides a deterministic resolution of colli-
sions between equal message classes (i.e. a consistent order
of delivery to all receivers).

To avoid the listed problems of standard Ethernet sys-



preamble
destination

address

source

address

length/

type
data

check

sum
preamblecheck

sum

inter-packet

-gap

inter-packet

-gap

Figure 2. IEEE 802.3 layer 2 frame format

tems, TT Ethernet introduces a specific switch, which is
denoted as TTE Switch. The TTE Switch guarantees pre-
dictable transmission delays for TT traffic, even in the case
when ET and TT messages are transmitted using the same
Ethernet network. Whenever there is a run-time conflict be-
tween ET traffic and a TT message the TTE Switch preempt
the ET traffic and transmits the TT message with a con-
stant transmission delay. The TTE Switch autonomously re-
transmits any preempted ET message immediately after the
transmission of the TT message has finished (using a best-
effort method). The TTE Switch also guarantees that all re-
ceivers receive TT messages in the same order.

By implementing these mechanisms it is possible to use
the TT Ethernet communication network for both real-time
and non-real-time network traffic and achieve a global time
with a precision in the range of microseconds.

For details on the TT Ethernet protocol see [8].

3. TTE Switch Architecture
Unlike a COTS switch, the TTE Switch provides the fol-

lowing features:

• Classification of traffic into ET and TT packets,
• A constant transmission delay for TT traffic which is a

priori known,
• Memory-less transmission path for TT traffic,
• Preemption of ET packets,
• Retransmission of preempted ET packets, and
• ET packet handling according to the Ethernet standard.

To achieve predictable temporal behavior we have de-
veloped a TTE Switch using a custom made board based on
an Altera EP1C20 FPGA and an eight-port Ethernet physi-
cal layer transceiver (Ethernet PHY).

The transceiver is used for signal shaping and volt-
age level conversion between the I/O standard used by the
FPGA and the Ethernet signalling standard. The exchanged
data are Ethernet layer 2 packets with the frame format
shown in Figure 2.

The Ethernet frame header contains all data that are
needed by the TTE Switch. The source and destination ad-
dresses are used for routing and the Type Field is used to
distinguish between ET and TT frames.

After the identification of the frame type, the ET frames
are stored in buffers. This is necessary since the whole mes-
sage has to be sent again if the transmission has been pre-
empted. If the message is fetched from the buffer, it is
switched to the output port(s) according to its destination
address.

TT frames on the other hand are directly switched to
their destination ports. They are not written into a buffer and
whenever there is a run-time conflict between a TT message
and a ET message, the TTE Switch preempts the ET mes-
sage and transmits the TT message. The transmission of two
or more TT frames at the same time is considered as an er-
ror and must be prevented by the communication protocol.
Anyway, if this case occurs, only one packet is forwarded
— the one that has arrived first. If two TT packets arrive si-
multaneously, the TTE Switch has priorities assigned to its
ports and only the packet coming from the port with the
highest priority is transmitted.

As the classification of a packet is stored in the packet it-
self, the TTE switch does not need additional configuration
data to operate, this means that it does not have to be con-
figured and can be used “out of the box”.

4. TTE Switch Functionality
To achieve determinism of the transmission delay, it is

important that each TT packet takes the same route through
the FPGA. For this reason a symmetric layout of the data
paths was chosen. The data-flow of a single channel is
shown in Figure 3.

To keep the clock rate in the core design low, the serial
data from the transceiver is parallelized to a 9 bit wide data
stream which consists of eight data bits and one status bit
to mark the validity of data. While the Ethernet PHY is ca-
pable to support 10 and 100 Mbit/sec network speeds, the
TTE Switch supports only 100 Mbit/sec due to the fact that
lower transmission speeds are covered by fieldbus commu-
nication systems (TTPC: up to 25 Mbit/sec [15], FlexRay:
up to 10 Mbit/sec [2], CAN: up to 1 Mbit/sec [13]).

At the input shift register, the source address and the
packet type are extracted from the data stream. By using a
shift register, header data is extracted out of the data stream
of a frame after a dedicated amount of clock cycles follow-
ing the start of a frame. Applying a shift register with 26
stages all the data can be obtained after 25 clock cycles. The
last stage is used to buffer the data while the control mod-
ule empties the data path through the TTE Switch if a TT
packet is identified.

As the whole packet travels through the shift register, all
data are delayed by a fixed amount of time depending on
the length of the shift register. To meet the requirements of
the memory-less transmission path, the length of one shift
register has to be less than the minimum frame length, so
that there is not enough space to store a complete packet. If
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Figure 3. TTE Switch single channel data-flow

now a partially stored TT packet is transmitted twice due to
an error, it will be discarded by the receiver because either
the minimum packet length is violated or a frame check-
sum mismatch is detected.

In the case when a ET packet leaves the shift register, the
data is written into the ET-Buffer. This is an enhanced ring
buffer with three modes of operation:

• Normal read/write operation.
• ET packet preemption or ET packet collision — These

cases are handled in the same way by the buffer: the
data extraction out of the buffer is stopped and the read
position is reset to the beginning of the actual frame.
After the preemption the whole frame is read from the
beginning.

• Buffer overflow — In this case the incomplete frame is
discarded.

After the data leaves the buffer, another shift register is
used to extract the destination address. With this informa-
tion the control module is able to set the multiplexors so
that the packet is directed to the respective output shift reg-
isters. Every multiplexor is connected to all destination shift
registers where the ET packets arrive from and additionally
to every input shift register so that a TT packet can be im-
mediately connected to any output shift register bypassing
the ET-Buffers. These shift registers are capable of generat-
ing the mandatory inter-packet-gap (Figure 2) if a ET packet
is preempted because of a TT packet.

With preemption of a ET packet, the ET-Buffers are
set to preemption mode and the output shift registers are
cleared. The transmission of data is stopped and the Ether-
net PHY transmits an end-of-packet symbol. After the TT
data is shifted through the output shift registers, and there-
fore the inter-packet-gap has elapsed, the TT packet is sent.
By preempting a packet in this way no error condition is
generated on the network — the receiver discards the pre-

empted packet because it is either to short or there is a mis-
match at the frame checksum comparison.

The address management and the switching computa-
tions are made in the control module. As these computa-
tions have to be done in a single clock cycle, comparators
are used to find the correct output ports for every packet.

5. Experiments
In order to demonstrate the operation of the TTE Switch

we have performed experiments with different configura-
tions of a TT Ethernet cluster. We used a cluster of 4 nodes.
Three nodes with TTE Controllers (denoted as tte1, tte2 and
tte3) transmitted TT messages and one node with a standard
Ethernet controller (denoted as et1) transmitted ET mes-
sages in broadcast mode. All nodes are operating at 100
Mbit/sec network speed.

The TTE Controller was implemented on single-board
computers “net4801” manufactured by Soekris Engineer-
ing [14]. The TT Ethernet protocol functionality is imple-
mented in software and uses the Linux operating system
(kernel version 2.4) with the real-time application interface
(RTAI) version 3.1 [12].

The TT Ethernet nodes maintain the synchronization
based on the synchronization frames sent by the primary
rate-master node (tte1). TT Ethernet frames are sent peri-
odically based on the configuration file stored at each node,
which contains the message sending instants and message
arrival instants of all TT Ethernet messages. The differ-
ence of the expected message arrival time and the actual
arrival time presents the difference of the local view of the
global time between the sender and the receiver node. A re-
ceiver node expects a TT message within a time interval
[tarrival − Π + propi

j , tarrival + Π + propi
j], where Π is

the precision of the global time, and propi
j is the propaga-

tion delay of a frame from sender i to receiver j. If a frame
is received outside this receive-time window it is discarded
and classified as a lost frame. Note that the frame propaga-
tion delay consists of:

• The delay caused by the switch,
• The time needed to transmit a signal over a communi-

cation wire, and
• The time delay caused by processing in the hardware

and software of the TTE Controller.

The experiments were executed with 5 different config-
urations, using TT message periods from 7.8 ms up to 2 s.

The aim of these experiments was to show that the trans-
mission delay of TT messages caused by the TTE Switch is
constant, regardless of the load of the ET traffic on the net-
work. The transmission delay caused by the prototype im-
plementation of a TTE switch with 8 ports is 4.6 µs.

The switch transmission delay is validated by measuring
the time difference values between the expected frame ar-
rival time and the actual frame arrival time of TT messages.



The jitter caused by the TTE Controller is in the range of
80 µs. This jitter is due to the clock drift of the TTE Con-
troller timer unit and the unpredictable program execution
times, caused by the hardware architecture. With the cur-
rent software implementation of the TTE Controller we get
a global time with the precision of 120 µs. We are work-
ing on a hardware implementation, which shall reach a pre-
cision up to a single microsecond.

No. Period ET ∆ Lost
1 7.8 ms no 64 µs 0%
2 7.8 ms yes 77 µs 0%
3 31.2 ms no 53 µs 0%
4 31.2 ms yes 54 µs 0%
5 125 ms no 69 µs 0%
6 125 ms yes 79 µs 0%
7 500 ms no 46 µs 0%
8 500 ms yes 52 µs 0%
9 2000 ms no 47 µs 0%
10 2000 ms yes 80 µs 0%

Table 1. TTE Switch validation results

The experimental results are based on the observation
of the measured time differences and the number of lost
TT messages. For each experimental run (No. 1 - 20 in Ta-
ble 1 and 2), 33000 TT messages have been transmitted.
The ∆ column presents the maximum measured time differ-
ence between the expected and the actual frame arrival time,
the percentage of lost messages (i.e, messages received out-
side the precision window) are shown in the Lost column.
The ET column indicates if the node et1 was transmitting
or not.

Only TT messages were transmitted in the first exper-
imental campaign (No. 1,3,5,7,9). The second campaign
(No. 2,4,6,8,10) of experiments was performed while the
node with the standard Ethernet controller (et1) continually
transmitted UDP messages of 1500 bytes length in broad-
cast mode. The time interval between two UDP transmis-
sions was 1 ms. The experimental results of the first and
second campaign using the TTE Switch are presented in Ta-
ble 1. The slightly increased ∆ values in the second cam-
paign can be explained by the increased CPU work load in
the software TTE Controller caused by the additionally re-
ceived UDP packets.

In the third campaign (No. 11,13,15,17,19), the exper-
iments were performed with an 8 port COTS switch (Net-
gear GS608) and only TT messages were transmitted. In the
fourth campaign (No. 12,14,16,18,20), experiments were
performed with the same setup as in the third campaign but
the node et1 transmitted ET messages. The experimental re-
sults are presented in Table 2.

No. Period ET ∆ Lost
11 7.8 ms no 70 µs 0%
12 7.8 ms yes 119 µs 1.92%
13 31.2 ms no 65 µs 0%
14 31.2 ms yes 119 µs 1.98%
15 125 ms no 56 µs 0%
16 125 ms yes 119 µs 1.63%
17 500 ms no 51 µs 0%
18 500 ms yes 119 µs 1.79%
19 2000 ms no 50 µs 0%
20 2000 ms yes 119 µs 1.72%

Table 2. COTS switch validation results

Table 2 shows that the measured time difference val-
ues have significantly increased and that the number
of lost frames is not equal to zero when the stan-
dard COTS switch is used. The value of 119 µs that we
can see in the ∆ is the size of the receive-time win-
dow of the software implementation of the TTE Con-
troller. Transmitted ET messages delay the transmission of
TT messages at the COTS switch, and therefore TT mes-
sages are received outside the receive-time window. This
scenario does not occur when the TTE Switch is de-
ployed, as the TTE Switch preempts the transmission of
ET messages and transmits the TT messages with a con-
stant delay.

6. Discussion
As long as the jitter caused by the switch is much

smaller than the jitter caused by the controller (εswitch ¿
εcontroller), one can use any switch in a TT Ethernet sys-
tem. The experimental results have shown that even when
a low performance TTE Controller like our software im-
plementation is used, a switch is required with less jitter
than that introduced by a COTS switch. Also an “intelli-
gent” COTS switch introduces jitter that does not meet this
requirement.

The current prototype of the TTE Controller is imple-
mented in software using PC boards with RTAI-Linux and it
shows a jitter of 80 µs. In the case where a global time is re-
quired with the precision in the range of several microsec-
onds, a software implementation of the TTE Controller is
not a suitable solution, as the precision of the clock syn-
chronization in a distributed real-time system depends on
the jitter of the message delivery [10]. We are working on
an FPGA implementation of the TTE Controller that shall
have a jitter lower than 1 µs, meaning that the achieved pre-
cision is in the range of 1 µs. In this case, the determinis-
tic transmission of TT messages and the jitter value of the
used switch become even more important.

The mechanism of the TTE Switch that preempts the



transmission of ET messages upon the reception of TT mes-
sages enables the transmission of TT messages with a con-
stant delay resulting in a bounded jitter. The jitter caused by
the current implementation of the TTE Switch is 70 ns plus
the jitter caused by 2 Ethernet PHYs, which is 100 ns for
each (one for reception, and one for transmission).

Most of the related works in enabling predictable mes-
sage transport via Ethernet are based on time-triggered mes-
sage transfers on a fixed schedule. Some protocols, like
FFT-Ethernet [11], can integrate ET with TT traffic, but
ET messages are exchanged only in statically allocated time
slots. Using a standard Ethernet controller in such sys-
tems is not possible without changes in the software of the
host computer. TT Ethernet can seamlessly integrate time-
triggered traffic and standard Ethernet traffic into the same
communication network. The TTE Switch mechanisms en-
able this integration without having to change the network-
ing protocols in a system using a standard Ethernet con-
troller, as standard Ethernet messages are handled accord-
ing the IEEE 802.3 standard [5].

7. Conclusion
This paper presents the design of a Time-Triggered Eth-

ernet Switch, which is one of the core units of the Time-
Triggered Ethernet system.

In TT Ethernet time-triggered traffic can coexist with
standard Ethernet traffic in the same communication net-
work. The TTE Switch mechanisms enable this integration
without having to change the networking protocols used
for exchange of standard Ethernet messages, because these
messages are handled according the IEEE 802.3 standard
[5]. Scheduled time-triggered messages preempt any stan-
dard Ethernet traffic in their transmission path, so standard
Ethernet traffic has no temporal effects on jitter and trans-
mission delay of the time-triggered messages. Preempted
messages are retransmitted when the medium is free of
time-triggered traffic.

Performed experiments, which compare the usability of
a standard COTS switch and the TTE Switch in a TT Eth-
ernet system, have shown that transmission delays and jitter
caused by a standard COTS switch are not satisfactory for
use in a TT Ethernet system in combination with our soft-
ware implementation of a TTE Controller. COTS switches
that implement a strict priority-based QoS mechanism are
theoretically able to provide a bounded jitter defined by the
transmission time of a maximum length Ethernet message
(123.1 µs), which does also not meet the requirements of
the used TTE Controller.

Experimental results have further shown that a standard
COTS switch and the TTE Switch show similar properties
when nodes exchange only TT messages. TT traffic is coor-
dinated by a schedule that ensures conflict free frame trans-
missions. When the nodes exchange both ET and TT mes-

sages, a COTS switch cannot predictably guarantee trans-
mission delays of the TT messages. In the setup where the
TTE Switch was used, the transmission delays of TT mes-
sages remain the same as in case when no ET traffic is de-
ployed.

The TTE Switch mechanism that preempts transmission
of ET messages upon the reception of TT messages enables
the transmission of TT messages with a constant delay re-
sulting in a bounded jitter. This enables the establishment
of the global time with the precision in the order of 1 µs.
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