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Abstract

Optimal real-time scheduling is effective to not only schedulability improvement but also energy efficiency for real-time systems. In this paper, we propose real-time static voltage and frequency scaling (RT-SVFS) techniques based on an optimal real-time scheduling algorithm for multiprocessors. The techniques are theoretically optimal when the voltage and frequency can be controlled both uniformly and independently among processors. Simulation results show that the independent RT-SVFS technique closely approaches the lower bound on energy consumption if the voltage and frequency can be controlled minutely.

1. Introduction

Multiprocessor architectures such as Simultaneous Multithreading (SMT) and Chip Multiprocessing (CMP) are becoming more attractive for intelligent embedded systems. It is important for embedded systems that real-time tasks such as robot controls and image processing meet their real-time constraints. Therefore powerful processors are desirable for these systems. On the other hand, the trade-off between system performance and energy efficiency is critically important for battery-based embedded systems. Real-time operating systems must go together with both requirements.

Real-time voltage and frequency scaling techniques have been introduced to solve the problem. The processors of most recent computer systems are based on CMOS logic. Maximum processor frequency \( f \) depends on supply voltage \( V \) (i.e., \( V = g(f) \)), and energy consumption \( P \) is proportional to processor frequency and square of supply voltage (i.e., \( P \propto fV^2 \)) [5]. Real-time voltage and frequency scaling techniques can potentially save energy at a cubic order, while they meet real-time constraints. Real-time voltage and frequency scaling is based on the essential characteristic of real-time tasks; namely the tasks can be executed slowly as long as all deadlines are met.

Real-time voltage and frequency scaling techniques are constructed on real-time scheduling theories to meet real-time constraints. For single-processor systems, EDF [13] is an optimal real-time scheduling algorithm. On the other hand, EDF-FF and EDF-US, which are the extensions for multiprocessors, are not optimal [14, 4]. Approximately 50% processor time is wasted to meet real-time constraints on the algorithms at the worst-case. In other words, the algorithms theoretically require twice as many processors or powerful processors as optimal algorithms do. Accordingly the systems which leverage the algorithms expend more energy than ideal. Fortunately three optimal real-time scheduling algorithms for multiprocessors are presented (i.e., PD\(^2\) [1], EKG [2], and LNREF [7, 8]). PD\(^2\) incurs significant run-time overhead due to its quantum-based scheduling approach. EKG concentrates workloads on some processors due to the approach similar to partitioned scheduling. From the viewpoint of energy efficiency, energy consumption is minimized when the workloads are balanced among processors [3]. LNREF is an efficient algorithm on the balance as compared to the other optimal algorithms. Therefore we construct real-time voltage and frequency scaling techniques based on LNREF.

There are two approaches “static and dynamic” for real-time voltage and frequency scaling. Changing voltage and frequency takes some time to ensure system memory access due to physical limitations. Intel Pentium M [10] processors require \( 10-15 \mu s \) per voltage and frequency scaling. It is possible to ignore the overhead in some cases. However next-generation real-time systems such as humanoid robots are controlled in the \( 200 \mu s \) or faster control loop. For these systems, frequent voltage and frequency scaling incurs significant overhead. Furthermore the optimal real-time scheduling algorithms for multiprocessors cause more frequent context switches than the other algorithms do. Static voltage and frequency scaling is a good solution for these systems. In this paper, static techniques targeting the systems which can not ignore the overhead are presented. Additionally static approaches are desirable for
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Optimal real-time static voltage and frequency scaling (RT-SVFS) on multiprocessors is a NP-hard partition problem since selectable processor frequency is discontinuous on practical systems. It is sufficient to completely solve the problem at the beginning if the system never changes indefinitely. However some real-time systems would like to vary their configurations without system standstill (e.g., system updates, physical reconfigurations). Additionally aperiodic tasks, which are executed by the server approach [17], are deemed to be the system reconfiguration if the arrivals are infrequent. Therefore real-time voltage and frequency scaling techniques must accommodate to dynamic environments even if the techniques are static approaches. Exhaustive algorithms for the NP-hard problem at every reconfiguration incur significant overhead. Consequently we assume that processor frequency can be controlled continuously. Then we prove that our techniques are theoretically optimal under the assumption. Finally the effectiveness of the technique is shown in the simulation on practical environments (i.e., discontinuous frequency).

The remainder of this paper is organized as follows. The next section discusses the related work. In section 3, we show the system model. Section 4 explains T-N Plane Abstraction, which is the basis of our RT-SVFS techniques. In section 5, we present new RT-SVFS techniques for optimal real-time scheduling on multiprocessors. Section 6 evaluates the technique on practical environments. Finally we conclude with a summary and future work in section 7.

2. Related Work

Many real-time voltage and frequency scaling techniques have been proposed in many aspects for single processor systems. Pillai and Shin [15] show two RT-SVFS techniques based on EDF and RM [13]. EDF is an optimal real-time scheduling algorithm for single processors. Our uniform RT-SVFS on multiprocessors is analogous to EDF-based RT-SVFS. Real-time dynamic voltage and frequency scaling (RT-DVFS) techniques are also proposed for hard real-time systems [15], soft real-time systems [18], and dynamic real-time systems [12] to achieve more energy efficiency. On the other hand, previous works [19, 6, 16] for multiprocessors are based on partitioned scheduling or non-optimal global scheduling. As mentioned above, the algorithms require twice as many processors or powerful processors as optimal algorithms at the worst case. Consequently no optimal RT-SVFS technique is presented heretofore.

Our previous work [9] minimizes not total energy consumption but total processor frequency. This paper is the first work that realizes both optimal real-time scheduling and theoretically optimal RT-SVFS on multiprocessors.

3. System Model

In this paper, we present the problem of scheduling a set of hard periodic tasks with voltage and frequency scaling on a multiprocessor system. The system is modeled as a taskset T = {T1, ..., TN}, which is a set of N periodic tasks to be executed on M processors P = {P1, ..., PM}. Each processor Pk is characterized by continuous normalized processor frequency αk (0 ≤ αk ≤ 1). Each processor can execute at most one task simultaneously. Each task can not be executed in parallel among processors. Each task Ti is characterized by two parameters, worst-case execution time ci and period pi. A task Ti executed on a processor Pk requires ci/αk processor time at every pi interval. The relative deadline di is equal to its period pi. All tasks must complete the execution by the deadlines. The ratio ci/pi denoted ui (0 < ui ≤ 1), is called task utilization. U = \sum_{T_i \in T} u_i denotes tasks set utilization. Maximum task utilization is defined as U_{max} = \max\{u_i | T_i \in T\}. We assume that all tasks may be preempted and migrated among processors at any time, and are independent (i.e., they do not share resources and do not have any precedence).

In this paragraph, the differences between the system model and practical environments are discussed. (1) In practical environments, operable processor frequencies are discontinuous. The set of operable frequencies is defined as f = \{f_1, ..., f_m | f_1 < ... < f_m\}. The lowest frequency f_1 ∈ f such that αk ≤ f_1/f_m will be selected to bridge the gap between theory and practicality. (2) Processor throughput is not proportional to processor frequency in many cases as opposed to the system model described above. In practical systems, the frequency which can achieve the corresponding system throughput will be selected. (3) The system model assumes that no overhead occurs at run-time. In practical environments, the scaled frequency interferes with the scheduling and the resource control even if the frequency is not changed dynamically. The worst-case overhead must be included in the worst-case execution time ci.

4. T-N Plane Abstraction

T-N Plane Abstraction [7, 8] is an abstraction technique of real-time scheduling. T-N Plane Abstraction is based on the fluid scheduling model [11]. In fluid scheduling, each task is executed at a constant rate at all times. Figure 1 illustrates the difference between the fluid schedule and a practical schedule. The figure represents time on horizontal axis and task’s remaining execution time on vertical axis. In the fluid scheduling model, each task Ti is executed along its fluid schedule path, the dotted line from (r_i, c_i) to (r_i + p_i, 0), where r_i is task’s release time. It is impossible for the fluid scheduling model to realize optimal schedule on practical systems since one processor must execute some
tasks simultaneously. Note that the deadline is the only time at which we must track the fluid schedule path.

Figure 2 shows how real-time scheduling is abstracted. Deadlines divide time as the vertical dotted lines. The right isosceles triangles called T-N planes (Time and Nodal remaining execution time domain planes) are placed between every two consecutive deadlines. We make the rightmost vertex of the T-N plane coincide with the intersection of the fluid schedule path and the right side of the divided time-span. Since T-N planes in the same time-span are congruent, we have only to keep in mind an overlapped T-N plane shown in the lower of the figure at a time. The T-N plane represents time on horizontal axis and task’s nodal remaining execution time, denoted $c_i$, for each task $T_i$, on vertical axis. If the nodal remaining execution time becomes zero at the rightmost vertex of the T-N plane, the execution accedes to the fluid schedule path for each deadline.

Figure 3 shows an overlapped T-N plane, where tokens representing tasks move from $t_0$ to $t_f$. The tokens are on their fluid schedule paths at the beginning of the T-N plane as shown in the following theorem, where $r_{i,j} = l_{i,j}/(t_f - t_j)$ denotes the nodal utilization of $T_i$ at time $t_j$.

**Theorem 1 (Cho et al.)** The initial nodal utilization value $r_{i,0} = u_i$ for all task $T_i$.

A token moves diagonally down if the task is executed; otherwise it moves horizontally. If all tokens arrive at the rightmost vertex, all tasks meet their deadlines. We call the successful arrival to the rightmost vertex, nodally feasible. For nodal feasibility, new events at which the scheduling decision is made again in the T-N plane are laid on. Event C and event B occur when tokens hit the oblique side (NNLD) and the bottom side of the T-N plane, respectively. We assume that the $j$th event occurs at time $t_j$. $M$ tokens which have the Largest Nodal Remaining Execution time are selected First (LNREF) on $M$ processors for each event. LNREF is an optimal real-time scheduling algorithm for multiprocessors as shown in the following theorem.

**Theorem 2 (Cho et al.)** Any periodic taskset $T$ with utilization $U \leq M$ will be scheduled to meet all deadlines on $M$ processors by LNREF.

For example, there are four tasks $(T_1, T_2, T_3, T_4)$ and two processors $(P_1, P_2)$ as shown in Figure 3. Since there
are two processors, two tasks can be executed simultaneously. At time $t_0$, $T_1$ and $T_2$ are executed on $P_1$ and $P_2$ in the LNREF order. Event B occurs at time $t_1$ since $T_2$ hits the bottom side of the T-N plane. Then two tasks $T_1$ and $T_3$ are selected again. Event C occurs at time $t_2$ since $T_4$ hits the oblique side (NNLD) of the T-N plane. We ingeminate the rescheduling for each event.

5. T-N Plane Transformation

We propose “T-N Plane Transformation,” which is a technique to apply processor frequency scaling to LNREF scheduling. Figure 4 shows a T-N plane with frequency $\alpha_k = 0.5$. Selected tokens move diagonally down along the NNLD of the transformed T-N plane. We do not consider the case where the taskset is not feasible; therefore we assume that $U \leq M$. If $\alpha_k$ is given to the processor $P_k$, the voltage $V_k$ is uniquely defined (i.e., $V_k = g(\alpha_k)$). Therefore voltage and frequency scaling is equivalent to a frequency decision. It is difficult to formulate $V_k$ generally since $V_k$ depends on the system architecture. Aydin and Yang [3] show the following theorem.

**Theorem 3 (Aydin and Yang) A task assignment that evenly divides the total utilization $U$ among all the processors will minimize the total energy consumption.**

Consequently we have only to keep in mind the frequency.

In the following sections, we present two RT-SVFS techniques for different types of systems. SMT processors share resources among threads; therefore we can only control the voltage and frequency uniformly among threads. On the other hand, we can control the voltage and frequency independently among processors in most of CMP processors and Symmetric Multiprocessing (SMP) processors. We first show a uniform RT-SVFS technique targeting for SMT processors. Then an independent RT-SVFS technique targeting for CMP processors and SMP processors is constructed upon the uniform RT-SVFS technique.

### 5.1. Uniform RT-SVFS

We assume that all processors have the same frequency $\alpha (= \alpha_1 = \ldots = \alpha_M$). Corollary 4 shows the condition where all tasks are feasible on the restriction.

**Corollary 4** Any periodic taskset $T$ with utilization $U \leq \alpha M$ and $U_{\text{max}} \leq \alpha$ will be scheduled to meet all deadlines on $M$ processors with frequency $\alpha$ by LNREF.

**Proof** All tokens are on the T-N plane at time $t_0$, based on Theorem 1 since $U_{\text{max}} \leq \alpha$. The subsequent proof is in a similar fashion as Theorem 2 [7]. See our previous work [9] for more detail. ■

Figure 5 shows the uniform frequency scaling algorithm. All tokens are feasible on the transformed T-N plane, based on Corollary 4. The algorithm is theoretically optimal as a static approach if the voltage and frequency can be controlled only uniformly among threads or processors.

**Corollary 5** DecideUniformFrequency is an optimal real-time static voltage and frequency scaling algorithm if the frequency can be controlled only uniformly among processors.

**Proof** If $U > \alpha M$ or $U_{\text{max}} > \alpha$, tasks miss their deadlines. Therefore DecideUniformFrequency is optimal. ■

Additionally DecideUniformFrequency differs from the independent frequency scaling algorithm described in the next section in the sense that DecideUniformFrequency is also optimal on practical systems in obvious, which can not control processor frequency continuously.
Algorithm: DecideIndependentFrequency

Require: \( u_1 \geq u_2 \geq \ldots \geq u_N \)
1: \( T_{\text{heavy}} = \phi \)
2: \( T_{\text{light}} = T \)
3: foreach \( 1 \ldots M \) as \( i \)
4: if \( L < M \) and \( U_{\text{max}} \geq U_{\text{light}} / (M - L) \) then
5: \( T_{\text{heavy}} = T_{\text{heavy}} \cup \{ T_i \} \)
6: \( T_{\text{light}} = T_{\text{light}} \setminus \{ T_i \} \)
7: else
8: break
9: end if
10: end foreach
11: foreach \( 1 \ldots M \) as \( k \)
12: if \( P_k \) executes a heavy task \( T_k \) then
13: \( \alpha_k = u_k \)
14: else
15: \( \alpha_k = U_{\text{light}} / (M - L) \)
16: end if
17: end foreach

Figure 7. Independent frequency scaling.

Figure 6 shows examples of DecideIndependentFrequency. There are seven tasks and four processors for each example. Since \( U = 3 \) and \( M = 4 \) in both examples, the ideal frequency for each processor is \( U/M = 0.75 \) as shown in the upper of the figure. However there is the bottleneck task with utilization \( U_{\text{max}} = 0.8 \) in the lower of the figure. If the processor frequency can be controlled independently among processors, we can overcome the problem.

5.2. Independent RT-SVFS

We can overcome the bottleneck shown in the previous section if each processor frequency \( \alpha_k \) can be controlled independently among processors. The strategy for independent RT-SVFS is analogous to EKG [2]. We classify tasks into two types of categories (i.e., heavy and light). Each heavy task \( T_i \) is exclusively executed on one processor \( P_k \) with frequency \( \alpha_k = u_k \). All heavy tasks meet their deadlines in obvious. All light tasks are executed on the other processors by LNREF with DecideUniformFrequency.

We show the definitions for heavy and light. \( T_{\text{heavy}} \) and \( T_{\text{light}} \) denote the sets of heavy tasks and light tasks, respectively. The light taskset utilization is defined as \( U_{\text{light}} = \sum_{T_i \in T_{\text{light}}} u_i \), \( U_{\text{max}} = \max\{ u_i | T_i \in T_{\text{light}} \} \) denotes the maximum utilization of the light taskset. The number of heavy tasks is represented as \( L = |T_{\text{heavy}}| \). We assume that heavy tasks are executed on the processors \( (P_1, \ldots, P_L) \). The number of processors for light tasks is \( M - L \). \( \alpha_{\text{light}} \) denotes the processor frequency for the light taskset.

All tasks are classified into heavy or light as shown in Figure 7. We first sort tasks in decreasing utilization and assume that all tasks are light. In the assumption, all tasks are feasible by DecideUniformFrequency. Then we decide whether a light task \( T_i \) with utilization \( u_i = U_{\text{max}} \) can be classified into heavy without missing any deadlines.

Lemma 6 shows the condition where the light task \( T_i \) with utilization \( u_i = U_{\text{max}} \) can be classified into heavy. We define that \( Z(x) \) represents the \( Z \)'s value at the time when \( L = x \), where \( Z \) is an arbitrary symbol.

Lemma 6 If \( r_{\text{max}}(x) > U_{\text{light}}(x)/(M - x) \), the light task \( T_i \) with utilization \( u_i = r_{\text{max}}(x) \) can be classified into heavy without missing any deadlines.

Proof The proof is shown by the inductive method. Since all tasks are light at first, they are feasible by LNREF with DecideUniformFrequency; namely \( \alpha_{\text{light}}(0) \leq 1 \). We assume that all tasks are feasible at the time when \( L = x \); then we show that they are also feasible at the time when \( L = x + 1 \) if \( U_{\text{max}}(x) > U_{\text{light}}(x)/(M - x) \). Since all heavy tasks are feasible in obvious, we have only to keep in mind whether all light tasks are feasible. If \( \alpha_{\text{light}}(x+1) \leq 1 \), all light tasks are feasible by LNREF with DecideUniformFrequency after the light task \( T_i \) with utilization \( u_i = r_{\text{max}}(x) \) is classified into heavy. Therefore we prove that \( \alpha_{\text{light}}(x+1) \leq 1 \). If \( \alpha_{\text{light}}(x) \) and \( \alpha_{\text{light}}(x+1) \) are calculated by DecideUniformFrequency as follows.

\[
\alpha_{\text{light}}(x) = \max\{ U_{\text{light}}(x), \frac{U_{\text{light}}(x)}{M - x} \}
\]

\[
\alpha_{\text{light}}(x+1) = \max\{ U_{\text{light}}(x+1), \frac{U_{\text{light}}(x) - U_{\text{max}}(x)}{M - (x + 1)} \}
\]

There is the strong evidence that

\[
U_{\text{max}}(x) \geq U_{\text{light}}(x+1) \tag{1}
\]

Based on the assumption \( U_{\text{max}}(x) > U_{\text{light}}(x)/(M - x) \),

\[
\frac{U_{\text{light}}(x)}{M - x} - \frac{U_{\text{light}}(x) - U_{\text{max}}(x)}{M - (x + 1)} > 0
\]

\[
\Rightarrow \frac{U_{\text{light}}(x)}{M - x} > \frac{U_{\text{light}}(x) - U_{\text{max}}(x)}{M - (x + 1)} \tag{2}
\]

From the inequalities (1) and (2), we obtain \( \alpha_{\text{light}}(x) \geq \alpha_{\text{light}}(x+1) \). At the beginning, we assumed that all tasks are feasible when \( L = x \) (i.e., \( \alpha_{\text{light}}(x) \leq 1 \)). Consequently \( \alpha_{\text{light}}(x + 1) \leq 1 \).
to classify the light task $T_i$ with utilization $u_i = U_{\text{max}}(x)$ into heavy. The problem is when we stop the classification. We define the energy consumption as $E'(x)$ at the time when $L = x$. The minimum $E'(x)$ based on the classification are shown in the following theorem.

**Theorem 7** We assume that the condition of $U_{\text{light}}(w) \leq U_{\text{light}}(w)/(M - w)$ is satisfied for the first time when $L = w$. The minimum energy consumption is $E'(w)$.

**Proof** The proof of Lemma 6 implies that $\alpha_k$ is monotonically decreasing for all $k$ (i.e., $\alpha_k(x) \geq \alpha_k(x + 1)$) at the time when $x \leq w$. Therefore the minimum energy consumption is $E'(w)$ when $x \leq w$. Meanwhile, when $x \geq w$, the sum of the processor frequency is unchanged from $U$. However the processor frequency $\alpha_{x+1}$ decreases from

$$\alpha_{x+1}(x) = U_{\text{light}}/(M - x)$$

to

$$\alpha_{x+1}(x + 1) = U_{\text{light}}/(M - x)$$

when $x \geq w$, since the condition where $U_{\text{light}}(x)/(M - x) \geq U_{\text{light}}(x)$ is already satisfied. On the other hand, the other processor frequency $\alpha_{x+2}, \ldots, \alpha_M$ for light tasks increases from

$$\alpha_y(x) = U_{\text{light}}/(M - x)$$

to

$$\alpha_y(x + 1) = \frac{U_{\text{light}}(x) - U_{\text{light}}(x)}{M - (x + 1)}$$

where $x + 2 \leq y \leq M$ for all $y$. From the inverse of the inequality (2), we have $\alpha_y(x) \leq \alpha_y(x + 1)$, where $x + 2 \leq y \leq M$ for all $y$. It results in differences between $\alpha_{x+1}$ and $(\alpha_{x+2}, \ldots, \alpha_M)$ after the classification, while $\alpha_{x+1}$ equal to $(\alpha_{x+2}, \ldots, \alpha_M)$ before the classification. Based on Theorem 3, the energy consumption is monotonically increasing when $x \geq w$. Consequently the minimum energy consumption is $E'(w)$.

The algorithm is theoretically optimal as follows.

**Theorem 8** DecideIndependentFrequency is an optimal real-time static voltage and frequency scaling algorithm if the frequency can be controlled independently among processors.

**Proof** The proof is shown by contraposition. We enumerate all the possibilities with focusing attention on the task $T_m$ with utilization $u_m = U_{\text{max}}$. Because the task $T_m$ has maximum utilization $U_{\text{max}}$ in the system, $T_m$ must be executed on the processor $P_k$ with frequency $\alpha_k = u_m$ as shown in Theorem 3. Therefore $T_m$ is executed on either a processor or more than one processor. (1) If $T_m$ is executed on a processor, the algorithm is the same as DecideIndependentFrequency. (2) If $T_m$ is executed on more than one processor, it produces the same results that $T_m$ is scheduled by partitioned scheduling. Namely a processor and $T_m$ can be removed from the global scheduled group, and $T_m$ is executed on the processor. (1) and (2) show that partitioned $T_m$’s scheduling leads us to the optimal voltage and frequency scaling. Furthermore we take it from the top with removing $T_m$ and the processor executing $T_m$. The technique is DecideIndependentFrequency. Consequently no static algorithm achieves lower energy consumption than DecideIndependentFrequency.

DecideIndependentFrequency is not optimal on practical environments such as System1 on Table 1 as shown in Figure 8. The numbers show task utilization and processor frequency. When $w = 2$, the condition of $U_{\text{light}}(2)/(M - 2) \geq U_{\text{light}}(2)$ is satisfied; therefore two tasks with utilization 1.0 and 0.9 are classified into heavy in DecideIndependentFrequency. On the other hand, Exhaustive shown in the next section achieves less energy consumption than DecideIndependentFrequency. However Exhaustive can not accommodate to dynamic environments because it is NP-hard.

### 5.3. An Exhaustive Algorithm

Exhaustive is a non-optimal RT-SVFS algorithm on practical environments; however Overcoming Exhaustive will be complex. Exhaustive achieves less energy consumption than DecideIndependentFrequency since the voltage and frequency setting generated by DecideIndependentFrequency is certainly scanned by Exhaustive. Exhaustive is NP-hard since it leverages the notion of “partition of a set.” X represents the set of all partitions of P. For each partition of X, each part of the partition is called virtual processor. If a virtual processor includes only one processor, the tasks
executed on the virtual processor are scheduled by EDF and RT-SVFS for EDF [15]. Otherwise the tasks executed on the virtual processor are scheduled by LNREF and DecideUniformFrequency. For each partition of \( P \), the number of parts is defined as \( V \), and \( Y \) represents the set of all partition of \( T \), where the number of parts must be equal to \( V \). For each partition of \( Y \), each part of the partition is called co-scheduled tasks. All combinations of virtual processor and co-scheduled tasks are scanned to find a good combination.

### 6. Simulation

We evaluate DecideIndependentFrequency on practical environments shown in Table 1. Each system has the operable sets of frequency \( \alpha \) and voltage \( V \) as shown in the table. The normalized energy consumption is

\[
Power = \frac{\sum_{k \in P} \alpha_k V_k^2}{MV_{\text{max}}^2},
\]

where \( V_{\text{max}} \) is the maximum voltage in the system.

Three algorithms are compared. **DecideFrequency** represents DecideIndependentFrequency proposed in this paper. **Exhaustive** solves the NP-hard partition problem. **NoVFScaling** does not control voltage and frequency at all. **bound** represents the theoretical lower bound which reflects taskset utilization only and does not consider real-time constraints. The other RT-SVFS algorithms proposed in previous papers can not be compared since they can not guarantee the schedulability in higher utilization.

#### 6.1. Simulation Setup

We evaluate the average \( Power \) of 1000 tasksets for each taskset’s utilization in the range \([0.5, 4.0]\) at intervals of 0.25 on four processors. Each taskset with the target utilization \( U \) is generated as follows. We first assume that the taskset is empty. Then we push a task into the taskset until \( U \) is satisfied. Each task \( T_i \) is generated with the period \( p_i \) in the integer range \([1, 100]\) and the execution time \( c_i \) in the integer range \([1, p_i]\). Consequently the tasks have identically-distributed utilization. If the utilization of the taskset becomes over \( U \), then we discard the last task and generate the new task which satisfies \( U \). Finally \( Power \) is calculated.

#### 6.2. Simulation Results

Figures 9, 10, and 11 show the results for each system. The figures represent system utilization \( U/M \) on the horizontal axis and \( Power \) on the vertical axis. The maximum differences between DecideFrequency and Exhaustive are 0.172 at system utilization 0.8125 on System 1, 0.165 at system utilization 0.875 on System 2, and 0.043 at system utilization 0.9375 on System 3. Namely DecideFrequency closely approaches the lower bound on energy consumption since DecideFrequency is optimal theoretically.

There exist some points at which the difference is smaller than at circumjacent points such as at system utilization 0.75 on System 1, and at system utilization 0.75 and 0.8125 on System 2 because we can select the frequency close to \( \alpha \).
such as 0.75 on System 1, and, 0.75 and 0.83 on System 2, where $\alpha$ represents selectable one of frequencies shown in Table 1. Namely it is highly possible that energy consumption is minimized if the system utilization $U/M$ is designed to be close to $\alpha$.

7. Conclusions and Future Work

In this paper, we present two real-time static voltage and frequency scaling (RT-SVFS) techniques for multiprocessors. Uniform one is optimal both theoretically and practically. On the other hand, independent one is optimal only theoretically; however it can solve the problem in polynomial time, while the exhaustive algorithm is NP-hard. Real-time dynamic voltage and frequency scaling (RT-DVFS) is a topic for the future work for more energy efficiency.
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