
Abstract
Network-on-Chip (NoC)-based communication represents a
promising solution to complex on-chip communication prob-
lems. Due to their regular structure, mesh-like NoC architec-
tures have become very popular recently. However, they have
poor topological properties such as long inter-node dis-
tances. In this paper, we address this very issue and explore
the potential of partial NoC customization to improve both
static and dynamic properties of the network significantly,
while minimally affecting its regularity. Precise energy mea-
surements on an FPGA prototype show that the improvement
in network properties is achieved without a significant pen-
alty in area and communication energy consumption.

1. Introduction
Adding more functionality to future SoCs depends criti-

cally on finding truly scalable on-chip communication archi-
tectures. Inspired by the success of large scale
interconnection networks, such as internet and parallel com-
puter networks, the Network-on-Chip (NoC) paradigm has
been recently put forth as a potential solution to on-chip com-
munication problems. 

Interconnect networks are conveniently abstracted as
graphs whose topological properties have a major effect on
their communication capabilities. Until recently, only fixed
(deterministic) or completely random graphs were thoroughly
studied [13,16]. However, research on many real networks
such as WWW, internet, US power grid, collaboration net-
works, network of movie actors, etc. revealed that many real
networks are neither completely regular, nor completely ran-
dom [14]. Instead, they cover a sizeable design space in-
between these two extremes. These networks, commonly
referred to as small-world networks, are characterized by
small inter-node distances and large clustering coefficients.
Small-world phenomenon (popularly known as six degrees of
separation) implies that all nodes are connected to each other
by a short chain of intermediate nodes; this is a highly desir-
able property for efficient information dissemination. 

Similar to network research, initial studies in the NoC area
have considered either completely structured (grid-like) [6,7]
or fully customized networks [8,9,10]. Amazingly enough,
the mesh network lacks both high clustering (see Section 4.3)

and short paths between remotely situated nodes (see
Section 5.1). For example, the diameter of a 2D mesh net-
work increases linearly with the network dimensions. Large
inter-node distances increase the messages latency and link
blocking probability. On the other hand, fully customized
topologies, resembling random graphs, achieve short inter-
node distances at the expense of a complicated communica-
tion structure. Consequently, issues related to implementation
complexity, lack of standardization, etc. make fully custom-
ized topologies less attractive in practice. 

Fortunately, it is possible to find a sweet spot between
these two extremes in the design space and exploit the best of
both worlds. Theoretical studies have shown that the regular
networks can be transformed into small-world networks by
introducing a few random long-range links [14,15]. Similarly,
long-range links can be used to improve the capabilities of the
grid-like networks, while minimally affecting their regularity.
In [11], we have proposed an algorithm for inserting applica-
tion-specific long-range links which optimize the network
performance under constraints on the number of allowable
additional links. It has been shown that inserting long-range
links successfully maximizes the critical traffic load at which
the network becomes congested.

In this paper, we show that besides boosting the perfor-
mance, the newly added long-range links have a significant
impact on the static and other dynamic properties of the net-
work. Consequently, the resulting NoC architecture enjoys
the advantages offered by both regularity and partial customi-
zation. To demonstrate the benefits of long-range links, we
implement an FPGA prototype and compare the initial mesh
network against a mesh network with long-range links
inserted to it. Accurate measurements show that significant
improvements in network properties are possible with similar
energy consumption and only a small increase in the area.

The remaining part of this paper is organized as follows.
Section 2 reviews the related work. The long-range link inser-
tion algorithm is presented in Section 3, while the impact of
the long-range links on the static and dynamic properties of
the network is discussed in sections 4 and 5, respectively.
Section 6 presents a detailed experimental analysis based on
an FPGA prototype. Finally, our conclusions appear in
Section 7.
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2. Related work
The NoC concept was introduced in [1,2] and several

design flows for application-specific NoCs were presented in
[3-5]. Automated techniques for NoC design have been dis-
cussed in [6-10]. More precisely, application mapping to stan-
dard network topologies is discussed in [6,7], while studies in
[8-10] address the issue of designing application-specific
NoC architectures. 

The effect of inserting random links to 2-D mesh networks
is first analyzed in [17]. In that work, the packets consist of a
single atomic entity containing address information only.
Also, due to the infinite buffer assumption, the authors do not
deal with deadlock states explicitly. In [14,15], the authors
show that random insertion of long-range links to a regular
network can transform it into a small-world network. 

Different from all these studies, we consider herein appli-
cation-specific traffic patterns and aim precisely at optimiz-
ing the network performance in a deterministic rather than
random fashion. Moreover, the algorithm for smart link inser-
tion proposed in [11] removes the restrictions in [17] by con-
sidering that the network routers have bounded buffers and
work for wormhole routing with arbitrary packet sizes. In
this paper, we extend the work in [11] and use a novel set of
metrics with a measurable impact on the static and dynamic
properties of the network. We also use an FPGA-based proto-
type to perform direct performance and energy measurements
under various traffic conditions. 

3.  Structured network with long-range links 
We consider a  2D mesh network (N) whose tiles are

occupied with processing and/or storage elements. The com-
munication volume between tile i and tile j ( ) is
denoted by Vij, while the corresponding bandwidth require-
ment is denoted by Wij. We assume wormhole switching, but
the results derived here are also applicable to packet- and vir-
tual cut-through switching and for other network topologies. 

To preserve regularity, the long-range links are segmented
into regular links connected by repeaters, as in Figure 1. The
use of repeaters with buffering capabilities guarantees
latency-insensitive operation [18]. The repeaters can be
regarded as simplified routers consisting of only two ports
which can accept an incoming flit, store it into a FIFO buffer,
and finally forward it to the output port [11]. The area over-
head caused by the long links is expressed as a multiple of the
standard link segments that make up the long-range link. 

The main goal of long-range link insertion algorithm is to
minimize the average packet delay subject to the bandwidth
requirements and available resources. More formally:

Given the communication volumes Vij , the cor-
responding bandwidth constraints Wij, the routing strategy for
the mesh network, and the amount of available resources S

Determine the set of long-range links 
to be inserted in the network, and a deadlock-free routing
strategy for the newly added long-range links

such that the long-range links satisfy the bandwidth
requirements Wij and the critical load at which the network
enters the congested phase, , is maximized, i.e.

(1)

As detailed in [11], the algorithm first computes the criti-
cal load (λc) for the initial mesh network. After that, it com-
putes the improvement in the average inter-node distance due
to the insertion of each feasible long-range link. Once the
most beneficial link is determined, this link is inserted perma-
nently in the network and the amount of utilized resources is
updated. The algorithm continues inserting links until all
available resources are used up. At the end, a routing strategy
governing the use of long-range links is produced.

4. Impact of long-range links on static proper-
ties of the network

We first discuss four static properties and their relevance
to NoC design. Next, we analyze the impact of long-range
links on these properties. For comparison, we insert long-
range links to mesh networks of sizes ranging from  to

 under hotspot traffic1 and analyze their behavior. 

4.1. Degree distribution
The degree of a node, , is given by the number

of links incident to that node [16]. We are particularly inter-
ested in three flavors of the degree distribution:

 • Maximum degree 
 • The range of different degrees  
 • The sum of all degrees . 
The maximum degree determines the largest router needed

in the network. For instance,  implies that the router
has at most 4 neighbors so it has to have a  switch, plus a
connection to the local node. The number of different degrees
is a measure of heterogeneity of the network. Finally, the sum
of all degrees gives the total number of uni-directional links
in the network, since the neighboring routers are connected
by two uni-directional links.   
Impact of long-range links on the degree distribution

The maximum degree of a standard mesh network is 4.
This value increases to 5 for all networks obtained using our
proposed technique, because we limit to 1 the number extra
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Figure 1. Illustration of long-range link insertion.
1. In hotspot traffic, a few nodes in the network receive more
traffic compared to the remaining nodes. 
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links attached to each tile. Likewise, the degree of all other
nodes is either incremented by 1 or remains the same. Given
that the number of modified routers is limited by the resource
constraint S, the insertion of long-range links minimally alters
the structure of the network.

The total number of links for various network sizes and
their variation with the addition of long-range links is shown
in Figure 2. We note that, the total number of links increases
slightly. Furthermore, as the network size scales up, the per-
centage of the additional links drops dramatically. For the net-
works considered in the rest of the paper, the number of
additional links is the same as shown in Figure 2. 

4.2. Diameter and cost factor
By definition, the diameter (D) is the longest path between

any two nodes in the network. We note that: 
 • The variation of D, as the network size increases, pro-

vides a measure of the scalability of the network
 • Merely comparing the diameters of two networks does

not provide a fair comparison: higher node degrees will result
in smaller diameter values but this may incur an extra cost.
Hence, we use the product between D and the mean degree,
dm = mean(di), called cost factor [13] as a quality measure.
Impact of long-range links on the diameter and cost factor 

The change in the network diameter and cost factor with
the insertion of long-range links is shown in Figure 3 for var-
ious network sizes. We observe about 30% reduction in the
diameter for the networks under study. A similar reduction is
obtained for the cost factor. Moreover, the gain in the cost
factor increases as the network scales up (e.g. 22% for 
and 30% for the  network), since the change in the
average node degree becomes smaller.

4.3. Clustering Coefficient
In many applications, a set of nodes tends to communicate

more frequently with each other compared to the remaining
nodes. For this reason, a high clustering in the topology that
matches the application characteristics is highly desirable. 

The degree of clustering (i.e. how tightly the nodes are
interconnected) can be measured by the clustering coefficient
[14]. To compute the clustering coefficient of node i (Ci), we
focus on its neighbors. If the node has ni neighbors, then there

can be at most ni(ni -1)/2 links between these neighbors. If we
denote the number of actual links that exist between all the
neighbors by li, then Ci is expressed as,

(2)

The clustering coefficient of the network (CN) is then found
by averaging the clustering coefficients over all nodes, i.e.

. Hence, a large CN implies that the nodes
situated close to each other are highly connected.
Impact of long-range links on the clustering coefficient

The clustering coefficient of all nodes in a mesh is zero,
because none of the immediate neighbors of a given node are
directly connected to each other. For example, the central
node in Figure 4 is connected to 4 immediate neighbors via
the solid lines. There are 6 possible connections (shown as
dashed lines) between these 4 neighbors. Since none of these
connections do actually exist in a 2D mesh network, the clus-
tering coefficient is zero. Similar arguments hold for the
remaining nodes.

Inserting long-range links of length 2 increases the cluster-
ing coefficient of the network. For example, adding any of the
diagonals (dashed lines) in Figure 4 increases the clustering
coefficient of the network from 0 to 0.2. This large value
grows even larger by adding only one extra-link.   

5. The impact of long-range links on the 
dynamic properties of the network

The dynamic properties are determined by the traffic flow
in the network, the routing strategy, and the network topol-
ogy. We analyze next two dynamic properties and their varia-
tion with the insertion of long-range links. Besides the

Figure 2. (a) Percentage of the additional long-range links
(b) The change in the total number of links.
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Figure 3. The variation of (a) the network diameter and (b)
cost factor with the insertion of long-range links.
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Figure 4. Illustration of computing the
clustering coefficient. 



hotspot benchmark, we use the transpose traffic, where each
node sends packets to the nodes located symmetrically to the
first diagonal. We also use two applications with realistic traf-
fic: the 4×4 auto industry benchmark and 5×5 telecom bench-
mark retrieved from the E3S benchmark suite [19]. 

5.1. Average inter-node distance 
The average inter-node distance (µ) is an important perfor-

mance metric not only because it determines the packet delay
in absence of contention, but also due to its effect on traffic
congestion. From Little’s theorem, the number of packets in
the network is proportional to the average time the packets
spend in the network. Hence, for a given injection rate, a
larger µ results in a larger number of packets in the network,
so this increases congestion. Moreover, as shown in [17], µ is
inversely proportional to the critical traffic load, λc, which
indicates the transition from a free to a congested state. 
Impact of long-range links on the avg. inter-node distance

The variation of the µ for the traffic patterns under study is
summarized in the upper half of Table 1. We observe a con-
sistent reduction for µ values which is a typical indication of
the small-world effect. For example, the average inter-node
distance for the 5×5 telecom benchmark drops from 3.67 hops
to 2.21 hops after inserting long-range links. Similarly, we
observe a 29.6% reduction for the auto-industry benchmark
and a 39.9% reduction for the transpose traffic. 

5.2. Link utilization
Ideally, the utilization (ρ) for all the links should be uni-

form across the network, such that the traffic load is uni-
formly distributed and none of the routers becomes a
bottleneck. The maximum link utilization can be defined as

(3)

Since the link with the maximum utilization becomes the per-
formance bottleneck, smaller values of maximum node utili-
zation imply higher critical traffic load for the network.
Hence, this metric decreases after long-range link insertion. 
Impact of long-range links on the link utilization

The impact of long-range links on the link utilization for
the hotspot, transpose, auto industry and telecom traffic pat-
terns, mentioned in the beginning of Section 5, is summarized
in the lower half of Table 1. Similar to the average inter-node
distance, we observe a reduction as large as 41% (8×8
Hotspot), although the proposed algorithm does not directly
minimize the maximum link utilization. We also plot the link
utilizations for all network links before and after inserting
long-range links (Figure 5). In this figure, the x-axis is
reserved for the routers with IDs 1 to 36 in a 6x6 network.
The y-axis shows the corresponding ports of the routers. L
stands for the local ports; N, S, W, E stand for the directions
North, South, West, East; and LR stands for the long-range
link. Since Figure 5a shows the utilizations before the inser-
tion of long-range links, the link utilizations for the ports with
long-range link denoted by LR are all 0. For this case, there is
a hotspot region around routers 9, 10 and 11, reaching a peak

of 0.072 packets/cycle at the S port of router 11. The utiliza-
tion values after the insertion of long-range links are shown in
Figure 5b. We observe that, the insertion of long-range links
mitigates the hotspot around that region. The maximum link
utilization across the network drops to 0.048 packets/cycle,
which is about 33.3% reduction.

6.  Experiments using an FPGA prototype
In this section, we demonstrate the impact of the long-

range links on the capabilities of the network. The experi-
mental results are obtained using a Xilinx Virtex-2 based
FPGA prototype which implements a  mesh network and
a few additional long-range links, which have been analyzed
in previous sections. Besides providing performance and area
comparisons, we also evaluate the impact of the long-range
links on energy consumption.

6.1. Details of the FPGA prototype
We first implement a 4×4 network with 16 routers and pro-

cessing elements (PE). The PEs can generate hotspot, trans-
pose and auto-industry traffic patterns as discussed before.
The routers consist of I/O ports, decision logic, switch fabric
and output controllers. The number of I/O ports varies from 3
to 6 depending on the location of the router in the network
and whether or not a long-range link is attached to it. Finally,
all the I/O ports of the routers are 16-bit wide.

The network employs wormhole routing. It takes 4 cycles
to route the header flit. Then, the remaining flits follow the
header in a pipelined fashion. The packet size in terms of
number of flits is also parameterized. In our experiments, we
used packet sizes ranging from 5 to 32 flits. For flexibility
reasons, the routing strategy is implemented as a lookup table
and fed to the network before configuring the FPGA.

ρmax max
i

ρi{ }   i N∈=

Figure 5. The change in the link utilizations for (a) 2D
mesh and (b) after the insertion of long-range links. 
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6.2. Detailed performance comparisons
The driver applications are first implemented on a 4×4

mesh network. Then, the application-specific long-range
links are inserted using the link insertion algorithm, with a
resource constraint of ; this means that at most 12
short link segments are allowed to be inserted to the initial
mesh network. The performance of the network before and
after the insertion of long-range links is evaluated in terms of
the average packet latency and maximum network through-
put. The comparison of the average packet latency as a func-
tion of the packet injection rate is shown in Figure 6. We
observe that the packet latency at low injection rates drops
about 20% for the auto-industry application. As the packet
injection rate increases, the reduction in latency goes over
50% at 0.35 packets/cycle; beyond that value the increase in
the latency is basically exponential. Likewise, the achievable
network throughput increases from 0.36 to 0.40 packets/
cycle, resulting in about 11% improvement. A similar behav-
ior for the hotspot traffic is shown in Figure 6, while the
transpose traffic is discussed in Section 6.4.

6.3. Detailed area comparisons
Inserting long-range links requires more resources, hence,

increases the area of the design. Therefore, we analyze the
size of the individual routers in a 4×4 mesh network and its
customized version with long-range links under the constraint
of  (Table 2).

Inserting long-range links increases the number of ports at
both ends of the link. We observe that moving from 3-to-4, 4-
to-5, and 5-to-6 ports increases the slice utilization by 85, 93
and 106 slices, respectively. Moreover, we observe that the

total number of slices used by a  network implementing
transpose traffic rises about 7.0%, as summarized in Table 2. 

6.4. Energy Comparisons
The final issue to address is the impact of long-range links

on the energy consumption. Since the long-range links consist
of several regular links with repeaters between them, we
expect a minimal change in the link and buffer energy con-
sumption. At the same time, the small increase in energy dis-
sipation due to the long-range links is compensated by
routing data through repeaters. Indeed, sending a bit of data
through a repeater consumes much less switching energy
compared to using regular routers. Overall, we expect a small
change in the total energy consumption.

To obtain accurate energy measurements and show the
impact of the long-range links, we use the cycle accurate
energy measurement tool for FPGAs presented in [20]. At
each clock cycle, the tool charges a set of capacitors con-
nected to the FPGA device through switches. During the next
cycle, the FPGA is powered up by the previously charged
capacitors. By measuring the initial and final voltages on the
capacitors, the tool computes the exact energy consumed by
the FPGA. Since the tool measures the dynamic and static
energy consumption separately, we can derive the power con-
sumption for a specific operating frequency with good accu-
racy. We also make sure that the FPGA prototype preserves
the grid-like floorplan of the topology by properly using the
Xilinx floorplanner. 

To evaluate the energy consumption, we defined the job of
each PE as sending 50 packets of 32 flits each, to certain des-
tination nodes. Then, two sets of experiments are performed
to assess the effect of the long-range links on the energy con-
sumption. 

Figure 6. Comparison of the average packet latency for
hotspot and auto-industry benchmarks before and after the
insertion of long-range links. 
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Table 2: Impact of inserting of long-range links on area. The 
synthesis is performed for Xilinx Virtex2 4000 FPGA.

Number of 
Slices

Device Utiliza-
tion

3-port router 219 1.4%
4-port router 304 1.8%
5-port router 397 2.2%
6-port router 503 2.8%
4×4 Mesh network 6683 29.0%
Mesh with long-range links 7152 31.0%

4 4×

Table 1:  The impact of long-range (LR) links on dynamic properties (average inter-node distance and link utilization).

4x4 Hotspot 6x6 Hotspot 8x8 Hotspot 10x10 Hotspot 4x4 transpose 4x4 auto-indust 5x5 telecom
Avg. inter-

node
distance

 (µ)
(# of hops)

2D Mesh 2.65 4.15 5.27 6.76 3.33 2.53 3.67
2D Mesh with 

LR links
2.22 3.60 4.61 5.90 2.00 1.78 2.21

Reduction 16.2% 13.3% 12.5% 12.7% 39.9% 29.6% 39.8%
Max link
utilization 

(ρmax) 
(packets/

cycle)

2D Mesh 0.18 0.12 0.075 0.054 0.25 0.26 0.17
2D Mesh with 

LR links
0.11 0.077 0.044 0.035 0.17 0.20 0.15

Reduction 38.8% 35.8% 41.3% 20.4% 32.0% 23.0% 11.7%



In the first set of experiments, the PEs inject packets at
uniform intervals of time until all 50 packets are sent. Since
the time interval is set to be the same with or without long-
range links, the total time to complete the job does not change
considerably (7694 cycles for the regular mesh network com-
pared to 7674 cycles after inserting the long-range links), as
shown in Table 3. Our measurements show that there is about
2.2% reduction in the energy consumption due to the inser-
tion of long-range links, which is in agreement with our
expectations. 

In the second set of experiments, the packet injection is
bursty, i.e. the PEs produce and send packets as long as the
down-stream router can accept them. It takes 5120 cycles for
the mesh network to complete the job, while the network with
long-range links finishes the job in 3416 cycles. The corre-
sponding energy consumption is found to be 17.14µJ without
the long-range links and 11.72µJ after the insertion of long-
range links, respectively. The decrease in the energy con-
sumption is caused by the reduction in the execution time.
Although, after inserting the long-range links, the power con-
sumption increases from 334.7mW to 343.2mW (@100MHz
clock frequency), the speed-up in completing the job can be
exploited to maximize the duration of the possible power
down mode and then save energy.

6.5. A final word on long-link customization
Finally, we note that customizing a 2-D mesh with long-

range links is a more general approach than simply choosing
a torus or other higher dimensional network. As a matter of
explanation, since the higher dimensional mesh and torus net-
works need to be embedded into a 2D plan, their on-chip
implementations looks similar to the implementation of a 2D
mesh network with application-specific long-range links,
except for a fundamental difference. The latter finds the opti-
mal links to be inserted based on a rigorous analysis rather
than by following a fixed rule. In fact, the application-specific
customization with long-range links will generate standard
higher dimensional networks, if we replace the link insertion
algorithm with a static link insertion rule. As a result, the pro-
posed technique can achieve a better performance compared
to a higher dimensional network even if utilizes about the
same or less resources. To verify this fact, we implemented a
4×4 2D torus network with folded links [2], and a mesh net-
work with 8 uni-directional links generated by our proposed
technique. Our simulations show that the average packet
latency in our design, at 0.48 packet/cycle injection rate, is

only 34.4 cycles compared to 77.0 cycles for the torus net-
work. This significant gain is obtained by utilizing only half
of resources; indeed, inserting the most beneficial links for a
given traffic pattern makes more sense than blindly adding
wrap-around channels all over the network as is the case for
the folded torus.

7. Conclusion 
In this paper, we have explored the potential of inserting

application-specific long-range links to 2D mesh networks.
As shown, inserting a small number of long-range links can
significantly improve both static (e.g., network diameter) and
dynamic (e.g., average inter-node distance, link utilization)
properties of the network. Using accurate measurements on
an FPGA prototype, we have also demonstrated that the
improvements obtained incur only a small area overhead and
have a minimal effect on the energy consumption. 
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Table 3:  Impact of long-range links on energy consumption.
Constant traffic rate 
(0.082 packets/cycle)

Exec time 
(cycles)

Energy 
(µJ)

Power 
(mW)

4×4 Mesh network 7694 28.02 364.2
Mesh with long-range links 7674 27.39 356.9
Bursty traffic 
4×4 Mesh network 5120 17.14 334.7
Mesh with long-range links 3416 11.72 343.2


