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ABSTRACT | Availability of higher capacity for both uplinks and

downlinks is expected in the future deep-space missions on

Mars, thus enabling a large range of services that could even-

tually support human remote operations. The provisioning for

deep-space links offering data rate up to several megabits per

second will be a crucial element to allow new services for the

space domain along with the common telecommand and

telemetry services with enhanced communication capabilities.

On the other hand, also the geometry proper of this scenario

with orbiting and landed elements sharing only partial visibility

among them and towards Earth provides another challenge.

This paper surveys the reliability options that are available in

the Consultative Committee for Space Data Systems (CCSDS)

Protocol Stack for application in the deep-space missions. In

particular, the solutions implemented from the physical up to

the application layer are illustrated in terms of channel coding

and Automatic Retransmission reQuest (ARQ) schemes. Finally,

advanced reliability strategies possibly applicable in next-

generation deep-space missions are explored as well.

KEYWORDS | Channel coding; Consultative Committee for Space

Data Systems (CCSDS); deep-space communications; delay/

disruption tolerant network (DTN); erasure coding

I . INTRODUCTION

Since early 1980s, the Consultative Committee for Space

Data Systems (CCSDS) [1] has been playing a central role

in space missions, mainly in terms of protocol recommen-

dations and overall standardization activities. In particular,

the tasks carried out by CCSDS have not only addressed
communication and networking aspects, but also the

interoperability of technological solutions and the inter-

action between different space agencies within the same

space mission in terms of cross support [2].

Over the years, CCSDS has standardized a set of space–

Earth and space–space communication protocols, coding

schemes, and modulations based on state-of-the-art tech-

niques. Indeed, since the needs of missions differ depend-
ing upon their profile, a single type of standard would not

satisfy all the needs and possible selections will be offered

to the users.

For instance, deep-space missions operate at low data

rate and have, in general, rather mild bandwidth con-

straints; on the other hand, link performances are crucial

and high coding gains are required while the large propa-

gation delay imposes stringent requirements and opera-
bility constraints. Conversely, near-Earth missions, be they

for space research, for space operations, or for Earth ex-

ploration, may operate at high or very high data rates on

their telemetry link and require, in general, a compromise

between coding gain and bandwidth expansion. At the

same time, fast reception and reaction can be essential to

operate the spacecraft and fast processing (at least part) of

the huge amount of data is required.
Today, the demand in channel capacity of space mis-

sions is steadily rising, calling for a move to Ka-band in the

coming years, for wider bandwidth and higher data rate
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capabilities. Ka-band is already used for deep-space mis-
sions (Mars, Mercury, etc.), and future near-Earth mis-

sions have identified Ka-band as the optimum range for

their high rate telemetry transmissions. This is creating

new mission profiles that involve highly dynamic links

such as Earth exploration satellites operating on low Earth

orbits with an increasing amount of data to dump to Earth

during the short contacts. Consequently, ground stations

require ever increasing data throughput. Besides, techni-
ques based on variable coding and modulation (VCM) are

means to account for the dynamics of the link geometry

while more advanced algorithms (e.g., data compression)

and protocols will take other aspects to ensure efficient

exploitation of space and ground systems.

Space science and exploration have been a major target

of space agencies since the very beginning of their acti-

vities. Missions to, e.g., Venus, Mars, and Saturn’s moon
Titan, with the exploration of the Solar System highly in-

creased our understanding about Earth’s relationship with

the other planets and this research is going to continue in

the next decades to augment the knowledge of our own

Solar System. Such deep-space missions require long times

for preparation, implementation, and operation and the

current world situation makes inconceivable such future

activities without international cooperation both in space
and on ground. As a consequence, future space mission

scenarios are envisioned with richer topologies involving

multiple spacecraft and with data flowing across multiple

hops and over multiple paths to achieve end-to-end data

transfers. This may imply that a spacecraft or a lander will

rely on Bforeign[ space or ground elements for relay ope-

rations that will allow information exchange with possible
delays or losses.

This evolution of space exploration scenarios towards

more complex communications topologies (encompassing

more intermediate nodes, thus offering alternate commu-

nication paths) together with the steadily rising demand in

channel capacity of space missions regardless of onboard

storage capabilities do create the need for new alternatives

within those standards produced and maintained by
CCSDS. From this standpoint it is worth noting that en-

suring reliable communications, for common telemetry/

telecommand messages along with data transfers (e.g.,

images, files), is one of the primary requirements of space

missions. In this respect, this paper focuses on the relia-

bility options currently available within the CCSDS proto-

col stack, by also analyzing advanced features that could be

applied in future space missions.
This paper is structured as follows. Section II is devoted

to the description of the overall CCSDS protocol stack,

from the physical up to the application layer. The details

about the reliability options available from each protocol in

terms of channel coding and Automatic Retransmission

reQuest (ARQ) are provided in Section III, whereas the

future trends are introduced in Section IV, where overall

conclusions are also drawn.

II . THE CCSDS PROTOCOL
ARCHITECTURE

An overview of the CCSDS communication stack is de-

picted in Fig. 1 [3]. Originally (early 1980s), the CCSDS

Fig. 1. CCSDS protocol stack.
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communication protocols were developed to define a
standard for packet telemetry (TM) [4], [5], where data

generated on a spacecraft are transmitted to the ground as

a stream of fixed-length transfer frames, and a standard for

packet telecommand (TC), where commands are sent to a

spacecraft in a stream of sporadic and variable-length

transfer frames. A few years later, a standard for both

space-to-ground and ground-to-space links known as

advanced orbiting systems (AOS) [6], specifically designed
for the International Space Station (ISS) operations [7],

was added to include Bonline[ data (such as video and

voice) to the packet telemetry. The current CCSDS recom-

mendations for TM, TC, and AOS are available in [8]–[10],

respectively. The corresponding CCSDS specifications for

synchronization and channel coding to be used over syn-

chronous (TM and AOS) and asynchronous (TC) links can

be found in [11] and [12], respectively, while the physical
layer specifications are available in [13]. Moreover, the

space packet protocol (SPP), to be used over the above data

link layer protocols, is specified in [14]. Originally de-

signed as an application layer protocol to receive data from

onboard applications or to send commands to them in a

point-to-point context, the SPP was promoted to a network

protocol (through the concept of logical path) after AOS

was developed.
The CCSDS data link layer protocols are completed by

the more recent Proximity-1 space link protocol [15], to be

mainly used for radio communications between landers,

rovers, and orbiting constellations/relays. The protocol is

characterized by both dedicated synchronization and

channel coding functions [16], and a dedicated physical

layer [17].

Before the introduction of Proximity-1, the CCSDS
communication stack had been already enriched with the

so called space communications protocol specifications

(SCPSs), a set of four Internet-like protocols spanning

from the network to the application layer. Out of them,

only the SCPS transport protocol (SCPS TP) [18] is still

part of the CCSDS recommendation, the others being ob-

solete [19]–[21]. Transport layer functionalities are pro-

vided by the CCSDS file delivery protocol (CFDP) [22],
which offers end-to-end transport services for the file

transfer to/from onboard mass memories, and which is

intended for use over TM, TC, and AOS link services.

Finally, traditional Internet transport layer protocols such

as TCP [23] and UDP [24] may be used over space links, on

top of IP Version 4 (IPv4) [25] and IP Version 6 (IPv6)

[26]. Actually, TCP is being used only on short-delay links,

whereas UDP has a potential broader applicability, though
at cost of unreliable data delivery.

Interoperability of IP-based protocols with CCSDS

space links is ensured by the CCSDS encapsulation packet

service (IPoC) [27] and the CCSDS IP extensions (IPE)

[28]. IPoC has actually a broader applicability and provides

a service to transfer data units that are not directly handled

by the space data link protocols. IPE provides an inter-

operable way of identifying the Internet protocols encap-
sulated by the CCSDS encapsulation service. IPoC and IPE

together constitute the building blocks for the implemen-

tation of IP over CCSDS space protocols. Their standard-

ization is under finalization.

Finally, a note has to be reserved to internetworking

services for space missions, which have been recently in-

vestigated by the Space Internetworking Strategy Group

(SISG) to provide the Solar System with networking func-
tionalities [29]. In particular, the store/forwarding fea-

tures available from the delay/disruption-tolerant

networking (DTN) protocol architecture [30], [31] stan-

dardized within the Internet Engineering Task Force

(IETF) are now considered by the CCSDS for the adoption

of the DTN architecture in futures deep-space missions.

A. Physical and Datalink Layers
The CCSDS physical layer specified in the recommen-

dation [13] is common to TM, TC, and AOS links. The

allowed modulations are binary phase-shift keying (BPSK),

(offset) quadrature phase-shift keying (OQPSK and QPSK,

respectively) for low-rate links (G 2 Msymbol/s), while for

high data rate links (> 2 Msymbol/s) more spectrally effi-

cient modulations are considered, such as Gaussian mini-

mum shift keying (GMSK) with a time-bandwidth product
BTs ¼ 0:25, filtered OQPSK, or 8-PSK. The Proximity-1

space link protocol foresees a pulse code modulation

bi-phase-encoded (PCM/Bi-�), which renders the carrier

acquisition and tracking easier [32], [33]. The reader

interested in the technical details of modulation issues,

spectral efficiency, and carrier recovery in CCSDS can

refer to [34].

The CCSDS data link layer is split into two sublayers,
namely, synchronization and channel coding sublayer and

data link protocol sublayer, a subdivision which holds for

TM, TC, AOS, and Proximity-1. The TM space data link

protocol (TM SDLP) [8], the TC space data link protocol

(TC SDLP) [9], and the AOS space data link protocol (AOS

SDLP) [10] provide several link services for data trans-

mission in space-to-ground and ground-to-space links.

Analogous functions for space-to-space links are provided
by the Proximity-1 SDLP [15].

The TM SDLP employs data units called TM transfer

frames (TM TFs), and relies on the functions offered by

the TM synchronization and channel coding sublayer, such

as frame delimiting, frame synchronizing, bit transition

generation and removal, and error control coding. The

synchronous stream of TM TFs includes only idle frames

(OIFs) if necessary. The length of TM TFs is constant
during an entire mission phase.

The main functions offered by the TC SDLP may be

summarized as segmentation/blocking and transmission

control. Segmentation consists of breaking large service

data units into small pieces, while blocking consists of

grouping small service data into longer pieces. The

transmission control function is performed through an
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automatic retransmission mechanism known as commu-
nications operation procedure (COP) [35]. Two types of

data units are used: variable-length TC transfer frames (TC

TFs) to send commands on the uplink to the spacecraft and

communications link control words (CLCWs) to transmit

reports on the downlink to the ground about the status of

TC TFs delivery.1 The TC SDLP exploits the synchroniza-

tion and error control coding services offered by the TC

synchronization and channel coding sublayer.
Similarly to the TM SDLP, the AOS SDLP can operate

on top of the TM synchronization and channel coding

sublayer, and uses data units whose length is maintained

constant during each mission phase. The AOS SDLP data

units are called AOS transfer frames (AOS TFs), or

version-2 TFs, and their format is only slightly different

from that of TM TFs. In all three data link protocols (TM,

AOS, and TC), the stream of TFs is organized into virtual
channels (VCs), where TFs belonging to the same VC share

common requirements.

B. Networking and Application Layers
Unlike physical and data-link layer protocol architec-

ture, the specification of the higher layers is less organized,

because of a large number of protocol candidates, either

devised within CCSDS or inherited from IETF [36] and

Internet Research Task Force (IRTF) [37].

1) Network Layer: Two protocols have been designed
directly within CCSDS: space packet protocol [14] and

space communication protocol standards-network protocol

(SCPS-NP) [19], although the second one is no longer a

CCSDS standard. Both are responsible for addressing and

routing operations, by means of path, end system addresses,

and other specific identifiers [14], [28]. The first makes use

of application identifiers (APID), whereas the second

builds on system and path addresses for the addressing and
consequent routing operations. On the other hand, the

Internet protocol (versions 4 and 6) [25], [26] is the

solution standardized by IETF and actually the well-known

standard de facto for Internet.

2) Transport Layer: It is worthwhile noting that, though

recommendations for the transport layer have been pro-

duced within CCSDS, the use of transport protocols is not
mandatory in CCSDS. In practice, most applications, such

as CFDP, do not require running over a transport protocol,

but can work directly on top of the network layer. The

CCSDS developed the SCPS transport protocol (SCPS-TP)

[18] to provide end-to-end reliable communication, based

on TCP [23] and improved for the deep-space environment.

3) Application Layer: CFDP [22] is designed to get
reliable transfers of files by following an FTP-like paradigm

[38]. Its implementation spans the application and trans-
port layers. In addition to file transfer, also event-driven

asynchronous message exchange is expected in the future

for deep-space communications, established among space-

craft and remote stations. In this perspective, the CCSDS

has developed an asynchronous message service (AMS)

[39], conceived to provide a messaging layer over which

the protocol messages of the mission operation services

may be carried. AMS is effective to streaming engineering
(housekeeping) data, real-time commanding, and allowing

for continuous collaborative operations among robotic

crafts.

III . RELIABILITY OPTIONS

As already introduced in Sections I and II, performing data

communications in deep space requires accurate protocol
configuration at different layers and on all the involved

nodes. This necessity stems from the very large propaga-

tion delays, the scarce bandwidth availability, the limited

onboard storage, and the time-constrained visibility win-

dow between spacecraft and ground stations. This has

resulted in the design of specific CCSDS reliability mecha-

nisms running from physical up to application layer, with

parameter configurations (e.g., code-rate, block length,
max number of retransmissions, etc.) very much depend-

ing on the mission peculiarities.

A. Coding at the Datalink Layer

1) AOS/TM/TC/Proximity-1: AOS and TM links share the

same synchronization and channel coding sublayer, speci-

fied in [11], whose services are employed by AOS in uplink
as well. The channel coding schemes currently supported

by the standard are convolutional, Reed–Solomon (RS),

and turbo codes.

The CCSDS convolutional code (CC) is a transparent,

rate-1/2, binary code with constraint length 7 and octal

generators (171,133). Higher rate CCs are obtained by

puncturing the rate-1/2 code, leading to the code rates 2/3,

3/4, 5/6, and 7/8.
Two RS codes on the Galois field GF(256) are recom-

mended, namely, a (255,223) code with error-correction

capability of 16 symbols, and a (255,239) code with error-

correction capability of eight symbols. Concatenated codes

using as an outer code one of the above-mentioned RS

codes, and as an inner code the rate-1/2 CC (or one of its

punctured versions) are recommended with block, byte-

wise interleaving, via interleaving matrices of n� I bytes,
with n ¼ 255 and I ¼ 1, 2, 3, 4 or 5. The family of CCSDS

convolutional turbo codes comprises the code rates 1/2,

1/3, 1/4, and 1/6, and interleaver lengths of 1784, 3568,

7136, 8920, or 16384 bits. The turbo codes are obtained

by puncturing a parallel concatenation of two rate-1/4,

16-states recursive systematic CCs. For a thorough

description of the properties and performance of all

1CLCWs are transmitted in telemetry. Specifically, a field of TM TFs
called operational control field (OCF) is used to transfer CLCWs.
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above-mentioned codes, we refer the reader to [40], and

also to [41] for turbo codes.

The CCSDS is currently finalizing the inclusion of low-

density parity-check (LDPC) codes [42] in the TM recom-
mendation [43]. The CCSDS LDPC codes have code rates

1/2, 2/3, 4/5, and 7/8 and information block lengths 1024,

4096, and 16 384. For a description of the parity-check

matrix construction and of the performances offered

by CCSDS LDPC codes, the reader is referred to [41]

and [44].

The TC link in deep-space missions is usually charac-

terized by data rates much lower than TM. For TC, error
detection is at least as important as error correction: Un-

detected errors are highly undesirable, since they cause

forwarding of dangerous, wrong commands to the space-

craft. The current CCSDS TC recommendation [12] adopts

a (63,56) Bose, Ray–Chaudhuri, Hocquenghem (BCH)

code with generator polynomial

gðXÞ ¼ X7 þ X6 þ X þ 1 ¼ ðX6 þ X þ 1ÞðX þ 1Þ: (1)

The code is an expurgated (63,57) Hamming code,

obtained by allowing only the even-weight codewords, and

its minimum distance is dmin ¼ 4. A TC TF is divided into

N blocks, each of which is 56 bits long (padding is added

for the last block if needed) and is individually BCH en-

coded. The obtained N contiguous BCH codewords, each
one followed by a B0[ bit for a total of 64 N bits, is en-

capsulated between a 16-bit start sequence (for synchro-

nization purposes) and a 64-bit tail sequence to form a

communication link transmission unit (CLTU), i.e., a TC

synchronization and channel coding sublayer data struc-

ture (see Fig. 2).2 The (63,56) BCH code may be operated

in two manners: Single-error-correction (SEC) mode or

triple-error-detection (TED) mode. In SEC mode, single
errors are corrected and double errors detected, while in

TED mode the BCH code acts simply as an error detection

code, allowing the detection of all single, double, and

triple errors and of all odd-weight error patterns. The

TED mode is recommended whenever extremely low

undetected error probabilities are required. In both
modes, a further 16-bit cyclic redundancy check (CRC, see

Section III-A3) may be employed at a frame level to further

protect the TC TF,3 where a frame error control field (FECF)

is mandatory.

The main metric adopted to measure the reliability of

the TC scheme is the undetected error probability, i.e., the

probability that an erroneous TC TF is accepted as correct

by the spacecraft and its data field delivered to the upper
layers. The undetected error probability shall not exceed

10�9. A second performance metric is represented by the

rejection probability, defined as the probability that a TC

TF is not accepted due to detected (but uncorrectable, in

SEC mode) errors, where an entire CLTU is deleted if at

least one of its N BCH codewords is marked as erroneous.

This probability shall not exceed 10�3. An analysis of the

two performance metrics is provided in [46]. The require-
ment on the undetected error probability is achieved in

TED mode without employing the CRC and for a wide

range of values of N, while in SEC mode the use of the CRC

is fundamental to meet the 10�9 requirement, already for

N in the order of a few tens. When the 16-bit CRC is used

(see Section III-A3), the estimated values of the undetect-

ed error rates are in the order of 10�22 in TED mode and of

10�17 in SEC mode.
In Proximity-1 links, the (7,1/2) CCSDS convolutional

code is employed, with a mandatory 32-bit CRC (see

Section III-A3). Optionally, a concatenated (204,188)

Reed–Solomon/(7,1/2) convolutional code is supported

[16], [33], [47], [48].

2) AdvancesVNext Generation Uplink: Motivated by the

need of faster uplinks for future Lunar exploration mis-
sions, the CCSDS next generation uplink (NGU) working

Fig. 2. Structure of a TC CLTU. A ‘‘0’’ bit is appended to each of the contiguous BCH codewords in the CLTU data field so that the overall

data field length is a multiple of 64. Each codeword is obtained by breaking one TC TF, or a few TC TFs, into 56-bit blocks

(with the addition of padding in the last block) and encoding them through the BCH encoder.

2A CLTU may also correspond to more than one TC TFs.

3It is worthwhile noting that, while the CCSDS recommendation
includes both SEC and TED modes, only the SEC mode (with mandatory
CRC) is recommended by the European Cooperation for Space
Standardization (ECSS) [45].
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group is currently investigating updates of the uplink
specifications to allow data rates higher than 1 Mb/s (up to

10 Mb/s in case of manned missions).

The current TC specification is based on a the afore-

mentioned (63,56) BCH code, which suffers for modest

coding gains (�2 dB in SEC mode with respect to an

uncoded BPSK transmission). To achieve higher data rates,

new codes offering larger coding gains will be employed.

Two possibilities are considered for achieving a substantial
coding gain over the (63,56) BCH code: Use of longer

codes and reduction of the coding rate. The decoding

complexity shall be as limited as possible, resulting in li-

mitations on the considered block sizes. For TC and emer-

gency uplinks, codes with input block size k of 64, 128, and

256 bits and with code rate 1/2 are currently considered.

Among the investigated solutions, short, near-regular

binary protograph-based LDPC codes have been proposed
[49], which allow operating within 2 dB from Shannon’s

sphere packing bound [50].

In the short block-length regime, algebraic codes and

terminated convolutional codes with maximum-likelihood

(ML) soft-decision decoding can remarkably outperform

short LDPC codes under belief-propagation (BP) decoding

with similar ðn; kÞ parameters. An example is provided in

Fig. 3, where the codeword error rate (CER) over the
additive white Gaussian noise (AWGN) channel for codes

with block length n ¼ 128 bits and dimension k ¼ 64 bits

are compared, namely:

• a (128,64) binary protograph LDPC code from [49];

• a (128,64) extended BCH (eBCH) code with

minimum distance dmin ¼ 22 from [51];

• a (128,64) LDPC code constructed on a Galois field

of order 256 [52], [53], decoded via BP exploiting
fast Walsh–Hadamard (FWH) transform at the

check nodes [54], [55].

For the three codes, BPSK modulation is considered. The
eBCH code under ML decoding approaches the sphere

packing bound by about 0.2 dB. The binary protograph

LDPC code shows a coding gain loss of about 1.7 dB at

CER ¼ 10�4 with respect to the eBCH code. In between,

the nonbinary LDPC code gains roughly 1 dB over the

binary LDPC code, and is outperformed by about 0.7 dB

by the eBCH code.

Although at a first glance the eBCH code may look like
the best choice from a pure CER performance viewpoint,

the LDPC codes bring advantages that are not immediately

visible. First, their decoding algorithms are simpler than

that used for ML decoding of the eBCH code (this is even

more true when considering the binary LDPC codes).

Second, and even more important, LDPC codes are de-

coded via BP, an inherently incomplete decoding algorithm

that offers an error detection mechanism. Thus, when an
LDPC decoder fails, with high probability the output word

is detected as erroneous without any additional frame va-

lidation test. This error detection capability can be further

strengthened by comparing the decoder outputs and inputs

according to a suitable metric [56], and discarding all

decisions that fail either in this or in the parity-check

matrix test. By doing that, the CER performance is further

degraded, but the undetected error probability is highly
reduced. For the eBCH code of the example above, all the

decoding errors are virtually undetected due to the

complete nature of its decoding algorithm.

Binary protograph-based LDPC codes are currently

considered for the upgrade of the Proximity-1 protocol

as well.

3) Frame Validation: The 16-bit FECF of TM, TC, and
AOS TFs consists of the redundant bits of a CRC code, i.e.,

a binary systematic shortened cyclic code used to detect bit

errors after transmission [57]. The FECF is calculated

based on all the other fields of the TF, excluding the

attached synch mark (ASM) used for frame synchroniza-

tion purposes. (The term CRC refers to the parity bits

produced by the encoding circuit and appended to the

message before transmission. In this sense, CRC and FECF
will be used interchangeably.) The CCSDS-recommended

CRC for TM, TC, and AOS links is the CRC CCITT, whose

generating polynomial is given by

gðXÞ ¼ X16 þ X12 þ X5 þ 1

¼ðX15 þ X14 þ X13 þ X12

þ X4 þ X3 þ X2 þ X þ 1Þ � ðX þ 1Þ: (2)

CRC encoding and error detection may be performed

through a linear circuit based on a shift-register with

feedback connections whose number of storage cells is

equal to the degree of gðXÞ [57]. Although the value to

which the shift register storage cells are preset prior to
Fig. 3. Codeword error rates for various (128,64) codes, compared

with the sphere packing bound.
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encoding (on the transmitter side) and prior to syndrome
calculation (on the receiver side) has in principle no effect

on the undetected error probability, there are practical

considerations leading to prefer an initial word to another

one. For example, if all the storage cells in the CRC en-

coder are initialized to B0,[ the encoder has no state tran-

sition when an all-zero message is input, so that a nonzero

initial word is preferred. Indeed, an all-one initial word is

recommended in the TM, TC, and AOS recommendations
([8]–[10], respectively), where all the shift-register storage

cells are preset to B1[ prior to encoding and prior to

decoding. Sometimes, this is referred to as Bmodified

CRC[ [58].

The error detection capability of any CRC depends on

its generating polynomial gðXÞ and on the length k of the

message from which the CRC is calculated (and to which it

is appended to form a codeword of length n). The
minimum distance of the CRC-CCITT code is equal to 4

for 2 � k G 32 752 and to 2 for k � 32 752. Then, if 2 �
k G 32 752 any single, double, or triple error is detected.

Since ðX þ 1Þ is a factor of gðXÞ ¼ X16 þ X12 þ X5 þ 1, any

pattern of an odd number of errors is also detected.

If the bit errors take place independently of each other

with a sufficiently small probability Pe, then for 2 � k G
32 752 the undetected error probability of the CRC CCITT
code can be approximated as

Pu � A4 � P4
e � ð1� PeÞn�4 (3)

where n ¼ kþ 16 and where the values of A4 as a function

of k may be found in [59]. It is worthwhile noting that,
however, in many real situations the errors are not

independent but occur in bursts (this may be the case

when using some types of error correcting codes). By

definition, the received sequence is said to be affected by a

burst error of length b when the error pattern only occurs

over a span of b encoded bits. A CRC obtained by

shortening a cyclic code is capable of detecting any error

burst of length b � n� k and large fractions of longer
bursts. In the specific case of the CRC CCITT, the code is

capable of detecting any burst error of length 16 or less. An

analysis of the undetected error probability of cyclic and

shortened cyclic codes affected by probabilistic burst

errors can be found in [60] and [61].

A 32-bit CRC with generating polynomial

gðXÞ ¼X32 þ X23 þ X21 þ X11 þ X2 þ 1

¼ðX21 þ 1Þ � ðX11 þ X2 þ 1Þ (4)

is recommended for Proximity-1 links [16]. This polyno-

mial generates a (42 987, 42 955) Fire code [62]. For all

2 � k � 42 955 the associated shortened code is capable to

detect all single, double, and triple errors, all error
patterns with odd multiplicity, all single error bursts of

length 32 bits or less, and all two error bursts provided the

shorter burst has length not greater than 11 and the sum of

the two burst lengths is not greater than 22.

B. Automatic Retransmission reQuest (ARQ)

1) TC COP-1: Differently from CCSDS TM, AOS, and
Proximity-1, CCSDS TC also implements an ARQ mech-

anism [9], [63] at the SDLP sublayer, complementing the

channel coding schemes available from the synchroniza-

tion and channel coding sublayer. CCSDS TC defines two

data services: Sequence-controlled service and expedited

service. Both are managed by the communication opera-

tions procedure-1 (COP-1) [35] that is actually responsible

for reliable data delivery when needed.
As to sequence-controlled service, COP-1 implements

a go-back-n ARQ mechanism, aimed at providing a reliable

telecommand service, avoiding frame losses and duplica-

tions. Upon frame out-of-sequence detection, the receiver

solicits the sender to retransmit the missed frames

through a CLCW report, as described in Section II-A,

and drops all the subsequent incoming TC frames. This

mechanism is implemented through explicit retransmis-
sion request or expiration of a timer, set at the sender side.

Clearly, this additional level of protection is worthwhile in

low-delay scenarios (e.g., planet exploration or near-Earth

environments). However, in case of large delays common

in deep-space communications, this mechanism could

severely degrade the telecommand service performance,

because of the increased latency. Alternatively, it is

possible to perform a repeated transmission of multiple
frames, increasing the robustness of telecommand service

delivery, provided the transmission timers are tuned

consequently [64].

On the other hand, the management of expedited

frames is lighter and does not include any retransmission

mechanism. This differentiation with respect to the

sequence-controlled service stems from the fact that expe-

dited frames are defined for an Bimmediate[ service re-
quested in urgent space operations, as occurring during

spacecraft recovery. In this case, higher priority and im-

mediate telecommand frame delivery is requested, where-

by telecommand delivery has to be ensured by channel

coding [64].

2) TCP/SCPS-TP: The use of TCP over space links has

been extensively studied in the last two decades by the
scientific community, in order to identify possible optimi-

zations or enhancements of the transport layer [65]–[67].

The peculiarities of interplanetary environments, such as

very long delays (even up to hours), significant error rates,

and link disruption or service unavailability [68], make the

use of TCP very problematic in such an environment. On

the other hand, an alternative protocol stack (defined from
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the network up to the application layer) to mitigate the
performance impairments observed in such environment

was proposed at the end of the 1990s through the SCPS

body, that also developed a transport protocol called SCPS-

TP [18], now standardized within CCSDS too.

In fact, SCPS-TP essentially builds on TCP, proposing

some extensions, implemented as TCP options, capable to

increase the robustness against link errors and long delays.

In particular, the use of selective negative acknowledg-
ment (SNACK) messages allows a faster response to link

errors and lower delays than TCP in triggering the recov-

ery mechanisms, where three duplicated acknowledgment

or timeout expiration are required. In addition, different

congestion control strategies are implemented, namely,

Van Jacobson, Vegas, rate-based [69]–[71], which make

SCPS-TP more flexible than TCP in both terrestrial and

space environments [72]. In spite of these attracting ad-
vantages, this protocol, however, has been seldom applied

in space missions, because of its TCP heritage which de-

termines some degraded performance in case of very long-

delay networks.

3) Bundle Protocol and Licklider Transmission Protocol:
CCSDS is currently promoting the adoption of the DTN

architecture [73]–[79] for the future space missions, by
drawing a recommendation about the requirements of such

missions in terms of delay and disruption tolerance [80].

The bundle protocol (BP) and Licklider transmission

protocol (LTP) [81]–[83] are the core of the next-generation

deep-space communication and for more general disrupted

networking operations, where an architecture providing

solid internetworking services in the Solar System Internet

(SSI) will be required. To this end, some of the main
functionalities already offered by CFDP (see next section)

have been distributed over these two protocols, in order to

have one overlay protocol offering the internetworking ser-

vice and a different one working on a point-to-point basis

offering reliability features, where needed. Hence, this

separation allows offering internetworking capabilities not

only to CFDP, but in general to all services running on top of

BP. The general application of DTN architecture for deep-
space networking is depicted in Fig. 4.

BP acts as overlay over the underlying protocol layers,
thus allowing the implementation of dedicated protocols,

depending on the characteristics of the applied environ-

ment. The philosophy of the BP is to decompose the whole

network in an internet of internets [84], through which

data delivery is performed by exploiting a store–carry–

forward approach.

BP implements a message-switching service: Applica-

tion data units (ADUs) are encapsulated in the BP data
units (BPDUs), commonly referred to as bundles [85]. BP

offers different encapsulation service towards the under-

lying layer, to ensure interoperability with different proto-

cols, depending on the specific environment where the

DTN architecture is applied. This is achieved by the so-

called convergence layers, which allow BP to work over

TCP [86], UDP, and LTP [87].

As emerged in the previous section, the use of TCP is
not recommended over interplanetary networks, whereas

UDP and LTP are more appropriate, although the former

does not offer any delivery guarantee. The latter is speci-

fically designed for deep space and therefore deserves a

specific attention. Its essentials will be drawn in the last

part of this section.

A particular attention has to be reserved to the

reliability options which make BP a formidable solution
to contrast link disruption and service unavailability. As

already reported, store/forward functionality is imple-

mented, thus providing BP with the possibility to suspend

and then resume a message delivery when a link is again

available or when the quality is no longer degraded. To

this end, dedicated mass memories have to be available in

order to store all the incoming bundles during the

message transfer interruption phase. Besides, a set of
notifications sent from the intermediate nodes or the

destination to the source nodes, allow tracking the status

of an ongoing message transfer, by eventually signaling

the application layer whether the delivery was successful

or failed.

An additional protection against bundle losses is repre-

sented by the custodial transfer option, through which BP

exploits the Bmailman[ principle. Nodes elected custodians
[88] (statically or through notifications) are responsible for

Fig. 4. DTN architecture in deep-space scenarios.
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forwarding bundles towards the next BP node. From a

protocol implementation viewpoint, each custodian im-

plements an ARQ mechanism to ensure that bundles are
correctly routed to the next node. For each delivered

bundle, an acknowledgment is sent back to notify the

correct receipt of the bundle. In case of missed or

incorrect delivery, a fail signal notification or a bundle

timeout event occurs, forcing the retransmission of the

missed bundles. The retransmission mechanism applied

when the custodial transfer option is enabled is depicted

in Fig. 5.
As far as the Licklider transmission protocol (LTP) is

concerned, it is implemented beneath the bundle protocol

and is essentially a point-to-point protocol. It was con-

ceived for data transport over deep-space links in order

to overcome the performance limitations introduced by

TCP-based protocols because of long delays and large

error ratios.

LTP data units are usually referred to as segments and
they handle data blocks forwarded by BP. Depending on

the service requirements or the quality of service de-

manded by each block, LTP defines red and green parts for

a given block. The former corresponds to parts which

require to be delivered reliably, whereas the latter may

require delivery immediacy. In order to properly handle

these two types of profiles, LTP implements a negative

acknowledgment (NAK)-based recovery scheme for red
parts, whereas no protection mechanisms are enabled for

the green. In particular, when LTP segments carry red

parts, the retransmission of the missing parts is performed

upon reception of a negative acknowledgment issued by

the receiving LTP entity. The missed reception of a

retransmitted segment is detected at the receiving side

through a NAK-timer expiration, triggering the issuance of

a NAK to invoke a new retransmission loop.

4) CFDP: The CCSDS file delivery protocol (CFDP) [22]

aims at transferring files from one file store to another,

located in spacecraft and space stations [89]. It imple-

ments two operative procedures: core and extended. The

former allows the data transfer between two topologically

consecutive file stores, without any caching system in be-

tween. The latter instead allows the exchange of files
through intermediate CFDP nodes, which implement

store/forward capabilities, useful to suspend and then re-
sume the data transfer in case of disruptions or scheduled

transmission windows. The Bextended procedure[ config-

uration, though attracting for the inherent increased

reliability, has been seldom used in space missions because

of the rather complex implementation of CFDP, thus

resulting in some performance degradation. By contrast,

CFDP is today used as the file transfer protocol for space

missions when configured in Bcore procedure,[ without
relying on any suspend/resume functionality implemented

within intermediate CFDP nodes, features which are in-

stead provided by the DTN architecture.

A file to be transmitted is encoded into a file delivery

unit (FDU), composed of the file itself and of metadata

necessary for the data management. The CFDP entity splits

the FDU into CFDP protocol data units (PDUs) of variable

length. CFDP PDUs are structured into a payload, contain-
ing up to 65 536 B, and a header, containing CFDP source

and destination identifiers, transfer file sequence number

as well as other fields necessary to allow the reconstruction

of the FDU at destination. Data transmission is performed

by CFDP entities according to two operative modes: un-

acknowledged and acknowledged.

The unacknowledged mode implements no mechan-

isms to ensure a complete data delivery; communication
reliability, where required, should be ensured by proper

mechanisms implemented within the underlying layers.

The acknowledged one provides reliable delivery of data by

means of ARQ strategies, relying on NAKs. The detection

of missing CFDP PDUs is performed by the receiver, which

notifies the loss of data to the sender, by issuing NAKs,

according to four different algorithms: immediate, de-

ferred, asynchronous, and prompted. In the first case (see
Fig. 6), a NAK issuance is performed as soon as the loss of

CFDP PDUs is detected. Deferred mode allows postponing

the issuance of NAKs to the end of the file transfer. As far

as asynchronous and prompted modes are concerned, the

detection of missing blocks is triggered by external events,

such as explicit (asynchronous mode) or periodical

(prompted mode) requests by the sender. In particular,

the asynchronous mode is of interest in case human ope-
rators checked the effectiveness of the data transfer, thus

triggering the CFDP recovery function in case of informa-

tion loss. On the other hand, the periodic mode may be

applied to verify the status of the file transfer at the be-

ginning of a new transmission window, which is usually

scheduled in advance.

The scientific community mostly focused on the case of

immediate and deferred retransmissions [90], [91]. The
application of the former looks particularly promising in

the case of long delays and random losses. In this case, it is

worth recovering from isolated losses as soon as they are

detected and notified to the sender side. In case of cor-

related losses, the use of a deferred retransmission strategy

looks more effective, as it is expected to avoid running

consecutive recovery loops because of the loss of adjacent

Fig. 5. Custodial transfer option and retransmission of a lost bundle

upon bundle transmission timer expiration.
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blocks. Finally, when a short delay is experienced by the

network both strategies are effective, since the feedback

mechanism to transport NAK is fast enough to solicit

the sender side to retransmit the missing CFDP PDUs

with satisfactory performance achievements indepen-

dently of the loss pattern (independent or correlated
losses) [92], [93].

5) Overall Summary: As described in the previous sec-

tions, upper layer protocols provide different recovery

tools, all based on ARQ principles. It was observed that

retransmission functionality is optional in TC COP-1,

CFDP, bundle protocol, and LTP, whereas TCP and

SCPS-TP are implementing the well-known fast retrans-

mission, fast recovery, and retransmission upon timeout

procedures. Besides, it can be remarked that the TCP

and SCPS-TP can be used mainly on short-delay links, in

order to avoid length retransmission cycles, whereas the

others have an overall applicability over deep-space net-
works. Finally, it is also worth noting that the interactions

among the different recovery procedures have a great im-

portance, making the use of some of them not mandatory,

depending on profile of the service being handled over the

interplanetary network.

An overall summary of the sketched protocol options is

reported in Table 1.

Fig. 6. CFDP applying immediate retransmission algorithm.

Table 1 ARQ Mechanisms Summary
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C. Coding at the Networking and Application Layers

1) Main Principles: The traditional channel codes em-

ployed in space links (and reviewed in Section III-A),

together with data link layer frame validation procedures,

only deliver to the upper layers those data units for which

integrity is recognized. The discarding of frames marked

as Bbad[ at the receiver side is perceived as data units

losses by the upper layers. This phenomenon is typically
caused by the noise affecting the transmitted codewords,

as well as brief outage conditions due to weather, loss of

frame synchronization, changes on the fly of the channel

code rate or the modulation, or turbulences of the propa-

gation medium in free-space optical links. An effective

channel model from the upper layers perspective is then a

packet erasure channel (PEC), where whole packets of bits

are either correctly received or lost. Packet-oriented era-
sure correcting codes may be adopted to enable an auto-

matic recovery, on the receiver side, of the missing data

units.

A set of k fixed-length input segments, each of length T
bytes, is encoded to obtain n encoded segments, each again

of length T bytes. The encoded segments are composed of

the k input segments followed by m ¼ n� k checksum

segments. In the receiver, the n encoded segments,
affected by some erasure pattern, are processed by an era-

sure decoder to recover the k input segments. The imple-

mentation of a packet-oriented code at some of the upper

layers is not aimed at replacing the bit-oriented channel

code, i.e., the two coding schemes can coexist in the same

system.

The aforementioned k input segments are obtained

from a certain number of PDUs belonging to the protocol
stack layer in which the erasure code is implemented.

These PDUs are known as source packets. The encoding

process starts by filling with the source packets an en-

coding table, also called the source block, consisting of

n ¼ kþ m rows each of T bytes, indexed from 1 to n. The

first k source block rows are filled with the source packets

(which may be of either constant or variable length) in a

progressive order. Usually, only the payload of a source
packet is introduced into the source block, together with a

few additional data necessary on the decoder side (usually,

the length of the payload being inserted and the flow of

PDUs to which the packet belongs4). Each source packet

occupies a certain number of rows of the source block,

where the last row associated with a source packet is

completed by padding bits if needed. Each of the first k
rows of the source block, of length T bytes, corresponds to
an input segment. It is regarded as a sequence of

L ¼ 8T= log2ðqÞ symbols of a finite field Fq of order q,
where q is assumed to be a power of 2.

After the first k source block rows have been filled with

a certain number of source packets, encoding is performed

to generate m ¼ n� k checksum segments.5 In more

detail, each checksum segment is calculated as a symbol-

wise linear combination (in Fq) of a subset of the k input

segments. (For example, if the erasure code is constructed

over F2, each checksum segment is calculated as a bit-wise
exclusive-OR of a subset of the k input segments.) Once

the checksum segments have been generated, a set of re-

pair packets is formed. A repair packet is a PDU belonging

to the same layer of the protocol stack to which source

packets belong, and its payload is composed of a certain

number of checksum segments. (The number of checksum

segments forming the payload of a repair packet is a design

parameter.) Repair packets are then transmitted, as well as
source packets, by encapsulating them into the payload of

lower layer PDUs. Each source/repair packet carries the

information about the source block it is associated with

(since several source blocks may exist in parallel), about

the index of the first row of the source block it occupies,

and about its length. This signaling is usually transmitted

through a dedicated header.

Each source block in the transmitter corresponds to a
decoding table in the receiver, which has the same

number n of rows and the same width (T bytes) as the

source block. When a source packet or a repair packet is

received, its payload is inserted in the corresponding

decoding table, starting from the row whose index is

available in the packet. Note that the correctly received

source packets can be also directly forwarded to the upper

layers, besides being inserted in the decoding table. Due
to the aforementioned impairments, some source or

repair packets may be not delivered, so that they are

missing in the decoding table. Decoding starts upon a

time trigger, and its goal is to recover as many input

segments as possible. It is successful when all the

unknown rows out of the first k rows of the decoding

table have been recovered. A decoding failure is declared

otherwise.
A study group called CCSDS Long Erasure Codes

(LEC)/Birth of Feather (BOF) was established in 2003 to

investigate the potential benefits of erasure correcting

schemes in CCSDS space exploration missions [43], [94].

The simplest reference channel model used for the

design of powerful erasure correcting codes is the

4For example, if the erasure code is implemented at SPP level over
TM, TC, or AOS SDLP, source and repair packets are space packets and
this flow identifier is the identifier of a virtual channel. If the
implementation is at UDP layer, this would be the UDP port, and so on.

5Note that encoding is not necessarily performed after the first k
source block rows have been completely filled. For example, if no
additional source packets are available and there are delay constraints,
encoding is imposed by a time trigger. In this case, the rows of the source
block out of the first k rows, which have not yet been filled, are set to all-
zero. This is equivalent to shortening of the erasure code, and the
information about which rows have been filled with source packets and
which ones have been filled with padding must be made available at the
receiver (for instance, by means of a dedicated in-band signaling).
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memory-less (packet) erasure channel, where each packet
is lost independently from the others with probability ".

The limit rate R at which packets can be sent over this

channel with vanishing error probability, is the Shannon

capacity C ¼ 1� " (data packets/codeword packets).

Consider an ðn; kÞ linear block erasure code generating

n encoded segments from k input segments, where

n ¼ kþ m and m > 0. Typically, the set of n encoded

segments contains of the k input segments, i.e., the erasure
code is systematic. In such a case, the codeword vector x
can be partitioned as x ¼ ½ujp	, where u is the vector of

the k input segments, and p is the vector of the m
checksum segments. The code rate R is here given by k=n.

The code parity-check matrix H is an ðm� nÞ matrix with

elements in Fq, which defines a set of m parity-check

equations that must be fulfilled by the encoded segments

composing the codeword. Specifically, we have

xHT ¼ 0 (5)

where 0 is a vector made by null (all-zero) packets. The

linear constraints imposed by the code parity-check matrix

are exploited at the decoder side to perform erasure recov-

ery. More in detail, erasure decoding is performed by

solving the system of equations

x�KHT
�K ¼ xKHT

K: (6)

Here, x�K denotes the vector of erased encoded seg-

ments (unknowns), and xK the vector of nonerased
encoded segments. Analogously, HK is the matrix com-

posed of the columns of H corresponding to xK , while H�K

is the matrix composed of the columns of H corresponding

to x�K .

Many decoding algorithms attempt to solve the equa-

tion system (6) with different approaches and with a dif-

ferent complexity. Among them, ML decoding consists of

solving the system by Gaussian–Jordan elimination (GJE)
performed on the matrix H�K . ML decoding offers the best

possible performance, but its complexity is in general

cubic with the dimension of the system, so that the overall

complexity is Oðn3Þ. Hence, it becomes impractical for

large block lengths, whereas it is known that the channel

capacity can be approached by using long linear block

codes.

For this reason, most of the attempts in the design of
long efficient erasure correcting codes led to the classes of

linear block codes with sparse parity-check matrices, for

which the solution of (6) can be tackled iteratively, with

linear OðnÞ complexity [95], [96]. In particular, iterative

(IT) decoding of LDPC codes consists of solving (6) by

recursively processing one equation at time. For large

block lengths, effective LDPC code design techniques, for

example, based on extrinsic information transfer (EXIT)
charts, are available, allowing the design of low-complexity,

long codes with near-optimum performance [96]–[101].

Some classes of binary LDPC code ensembles under IT

decoding have been shown to be able to asymptotically

approach with an arbitrarily small gap the memory-less

erasure channel capacity [102]–[104].

Some problems, however, arise when constructing

moderate (and practical) length LDPC codes (i.e., codes
with n G 10 000) according to the asymptotically optimal

ensembles proposed so far. Owing to the suboptimality of

IT decoding, at high error rates the performance curve,

although usually good, denotes a coding gain loss with

respect to that of the same code under ML decoding [105],

[106]. Moreover, at lower error rates the performance

curve typically exhibits a high error floor caused by the

presence of small size stopping sets [107]. In general,
lowering the IT error floor implies a sacrifice in terms of

coding gain at high error rates. To counteract this issue,

efficient ML decoding algorithms have been developed for

LDPC codes, which exploit their parity-check matrix

sparseness [108], [109]. Thanks to these reduced-

complexity ML approaches, decoding speeds above

1 Gb/s have been demonstrated on satellite links for block

sizes in the order of a few thousands symbols [109].
In [105] and [106], LDPC code design techniques are

provided, which target simultaneously near-optimum

performance and low ML decoding complexity. In Fig. 7,

the performance of a rate-1/2 (2048,1024) irregular repeat

accumulate (IRA) code [110] from [109] is provided, in

terms of codeword error rate (CER) versus channel erasure

probability. The performance is provided for both IT and

ML decoding, and is compared with the Singleton bound,
which lower bounds the block error probability of an ðn; kÞ

Fig. 7. Performance in terms of codeword error rate (CER) for a

(2048,1024) IRA code from [109].
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linear block code (n ¼ 2048 and k ¼ 1024, in the exam-
ple) according to

PB �
Xn

i¼n�kþ1

n

i

� �
"ið1� "Þn�i: (7)

The IRA code, under ML decoding, allows tightly ap-

proaching the Singleton bound, with an evident gain with

respect to the IT decoding performance. Note that, for this

code, ML decoding speeds larger than 1.5 Gb/s have been

recorded.

Similar performances are achieved on correlated era-

sure channels [111], [112], while extensions of the efficient

ML approaches of [108] and [109] have been proposed for
error-and-erasure channels (where errors are sporadic,

i.e., much less frequent than the erasures) in [113].

Within CCSDS, three main erasure code solutions have

been proposed and investigated until now, i.e.:

1) the above-presented solution, based on families of

LDPC codes designed for ML decoding [114];

2) a class of protograph-based LDPC codes [115],

[116], designed for conventional IT decoding;
3) a scheme based on interleaving of short Reed–

Solomon codes [117].

The last solution is suited to the case where erasures

take place in bursts, and shows nonnegligible losses either

with uncorrelated erasures or with channels with mixtures

of bursty and sparse erasure patterns. The first two LDPC-

based solutions allow operating close to the theoretical

limits in presence of both correlated and uncorrelated
erasures.

2) Integration Within the CCSDS Protocol Stack: The ad-

vantages offered by erasure codes, pointed out in previous

section, support the idea of implementing a packet-layer

coding strategy within the CCSDS protocol stack. The use

of erasure codes in space communications could be benefi-

cial to recover from frame losses that otherwise would
trigger long retransmission periods performed by the CFDP

entity, thus penalizing the overall system performance.

Four possible coding strategies can be taken in consid-

eration: 1) pure FEC, 2) type-I hybrid ARQ, 3) type-II hybrid

ARQ, and 4) weather genie [94]. The first one consists in the

generation and transmission of information and redundancy

units over the forward link. Solutions 2) and 3) combine

advantages of FEC and ARQ strategies: type-I hybrid ARQ
allows retransmitting the information symbols that could not

be recovered at the destination through erasure decoding;

type-II hybrid ARQ consists in sending additional redundan-

cy symbols upon notification of failed erasure decoding at the

receiver side. Weather genie approach exploits the availabil-

ity of a return channel to acquire information about the deep

channel state and to adapt the coding strategy accordingly.

It is immediate to see that some challenges can arise
particularly for solutions 3) and 4), in virtue of the need for

a return channel and for a protocol specifically designed to

use it. Hybrid ARQ-II demands for a dedicated protocol

such that the receiver side application can request addi-

tional redundancy symbols. Likewise, weather genie re-

quires a dedicated protocol able to estimate the channel

state and to transmit it to the sender side. On the other

hand, type-I hybrid ARQ, though demanding for the return
link as solutions 3) and 4), can be implemented within

layer protocols that already implement retransmission

procedures (e.g., CFDP, BP, LTP) to recover from infor-

mation losses.

According to these observations and taking into

account the limited implementation complexity allowed

on space nodes, solutions 3) and 4), though attractive, look

harder to be adopted in deep-space environments. In
particular solution 3) will be partially addressed in

Section III-C2 as part of the possible protocol extensions

in terms of erasure coding. In fact, given the high

complexity of space mission design and the necessity to

avoid a burdensome management of the space operations,

the introduction of new advanced features in preexisting

protocols will be performed gradually and carefully. As a

result, in the space mission perspective it is desirable to
have simple and effective protocol implementations, thus

making the adoption of solutions 3) and 4) not appealing at

the moment. On the other hand, solutions 1) and 2) easily

meet the technological requirements of space nodes.

Another important issue to be addressed is to position

the implementation of a given packet-level coding within

the protocol stack, by identifying the most suitable proto-

col layer.
Actually, this approach can be applied at different

layers of the protocol stack, from the application down to

the network layer, where actually a Bpacket[ unit may be

defined [113].

• Application/transport layer erasure coding. It is

applied on end-to-end basis: The coding strategy

can be configured according to the content carried

by data packets and to the error protection they
may need. This approach allows keeping unmod-

ified the underlying protocol stack, offering several

advantages in terms of flexibility and modularity of

the whole deep space communication system

design.

• Network layer erasure coding [119]. It works on a

point-to-point basis, thus allowing contrasting effi-

ciently packet erasures experienced with different
loss patterns in a multihop environment. The main

drawback is represented by the necessity to modify

the different network layer protocol specifications

that may be present on the network segments, de-

pending on the space missions. This may be too

burdensome from an implementation point of

view.
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CCSDS has dedicated some effort in identifying the
most appropriate protocol layer where the implementation

of erasure codes would be beneficial. According to the

observations raised above, it is possible to consider CCSDS

SPP, LTP, BP, and CFDP the most appropriate ones.

In particular, by taking under consideration that dif-

ferent protocol alternatives are available at the network

layer (CCSDS SPP, IPv4, and v6), it is difficult to propose

the implementation of erasure codes for a given protocol,
whose use generally depends on the specific space mission.

On the other hand, the implementation of a packet-level

coding at the application layer, namely within the CCSDS

file delivery protocol [115], has some pros and cons.

Concerning the advantages, it is possible to select the most

appropriate coding strategy according to the file transfer

characteristics, thus matching quality-of-service require-

ments. For instance, it is very likely that transmission of
images could require a reduced level of redundancy, as

images are usually already encoded at the application layer

with a sufficient level of protection. On the other hand,

data file transfer could call for additional reliability op-

tions, which will be then provided by the implementation

of erasure codes within CFDP. Such an approach intro-

duces some limitations on the usual benefits of erasure

codes. Actually, underlying protocol layers (e.g., bundle
protocol and Licklider transmission protocol) already im-

plement recovery functions, which definitely help reduce

the probability of CFDP PDU erasure. In this respect, it is

immediate to see that the use of erasure codes in this

context would increase the CFDP implementation com-

plexity, with minor gains from a performance point of

view, unless interlayer optimization of the defined recov-

ery function is carried out.
As far as bundle protocol is concerned, it would be

possible to think about dedicated protocol extensions to

allow the integration of erasure codes at this layer [116]. As

already observed, the main advantage here stems from the

possibility to offer increased robustness on hop-to-hop

basis, according to the philosophy of the DTN overlay ar-

chitecture. However, it is worth remarking that the bundle

protocol already implements an ARQ scheme (once the
custodial transfer option is enabled) and a store/forward

mechanism, whereby the additional implementation of

erasure coding functionalities should be carried out very

attentively. An additional challenge to be properly ad-

dressed is the buffer management [122] at this layer that

should take into account the memory space required for

the retransmission operations (in case of custodial trans-

fer), store/forward, and erasure encoding. It has been
observed [123] that the interaction between these func-

tions cannot be neglected, as it might give rise to conges-

tion events because of bundle layer buffer overflow. In this

perspective, a careful design of the overall protocol

extensions has to be carried out by also bearing in mind

the present spacecraft constraints in terms of onboard

storage.

Finally, the Licklider transmission protocol is probably
the best candidate [124] for the integration of erasure

codes, since it is the Bfirst[ protocol layer above the

CCSDS datalink layer, where recovery functions are im-

plemented, thus complementing the protection mechan-

isms provided by channel coding at lower layers. As

illustrated in the previous sections, LTP already imple-

ments an ARQ mechanism based on negative acknowl-

edgments, enabled in case of red LTP blocks. Nevertheless,
there are scenarios where the uplink is very much band-

width constrained, thus possibly making the transport of

acknowledgment a bit problematic. Actually, a limited

data-rate on the uplink would result in much delayed de-

livery of acknowledgments to the sender side, then pro-

voking an increased latency in the recovery operations.

This is particularly evident in the case of the International

Space Station (ISS) [125], [126], where the uplink can
currently offer up to few hundred bits per second, thus

degrading the overall system performance. Consequently,

the implementation of erasure codes within LTP would be

helpful and also feasible with reduced implementation

complexity, by exploiting the protocol extensions. Besides,

in case of failed erasure decoding, the data communication

reliability would be ensured by the ARQ available directly

within the LTP protocol or even at the bundle protocol.

3) Advances: Erasure Coding With ARQ: The only use of

erasure codes can be sometimes not sufficient to ensure

the complete delivery of data because of strongly degraded

signal quality. In this case, it is worth thinking about

additional recovery mechanisms which can be provided in

terms of ARQ. The joint combination of erasure codes and

ARQ mechanisms can be the key solution to enable reliable
data delivery. This is important in scenarios where the

presence of long delays and link errors makes the disjoint

use of ARQ and erasure codes not really effective. On the

contrary, the employment of a two-level protection

scheme, where retransmission procedures help recover

the information losses not handled by the erasure codes is

a promising solution. These considerations reinforce the

interest towards combined packet-level coding and ARQ
mechanisms. Nevertheless, it has to be also observed that

the interaction between erasure codes and other recovery

mechanisms implemented within different protocol layer

cannot be neglected, but on the contrary deserves some

attention.

Different approaches can be pursued in this context,

depending on the system design constraints. Actually, the

receiver upon decoding-fail detection can request to the
sender additional redundancy Bpackets[ to help complete

the decoding procedure. The redundancy packets can be

generated Bon-fly[ in case of CFDP, where a copy of a file

is stored unless an acknowledgment is received. Another

approach more suitable to the cases where persistent

memory storage is not available consists in keeping only a

copy of the redundancy Bpackets.[
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Alternatively, the retransmission of the set of packets

can be requested, in order to increase the likelihood of

correct delivery. The second approach has been already

proposed in the literature for the use within CFDP [127],

[128], whereas the former was investigated in the context

of the bundle protocol, to understand the interaction be-

tween erasure codes and the custodial transfer option

[123]. In the first case, CFDP running in acknowledged
mode with deferred retransmission algorithm was ana-

lyzed. CFDP PDUs are aggregated together in a data unit

and then segmented in small encoding data units, which are

used in the packet-level coding procedure. At destination,

once the decoding procedure cannot complete because in-

sufficient number of received encoded data units, a nega-

tive acknowledgment is issued to solicit the sender to

retransmit the whole aggregate of CFDP PDUs together
with the redundancy units. The case of CFDP integrating

erasure codes with deferred retransmission is sketched in

Fig. 8. On the other hand, in the case of bundle protocol,

the interaction of erasure codes and the custodial transfer

option has to be investigated. The encoding procedure

works on information bundles, generating a number of re-

dundancy bundles. The destination upon failed decoding

operation issues an acknowledgment to request the sender to
transmit the missing redundancy bundles. In addition, the

custody transfer mechanism is upgraded so that retrans-

mission timers now refer to the whole set of information and

redundancy bundles, differently from the protocol specifi-

cation where a retransmission timer is set for each single

bundle. The overall protocol behavior is depicted in Fig. 9.

IV. CONCLUSION AND FUTURE TRENDS

This paper has surveyed the communication and network-

ing protocols currently available from the CCSDS protocol

stack, with particular attention to the reliability options.
Different features are implemented from the lower up to

the application layer. In particular, the channel coding

schemes implemented within CCSDS TM, TC, AOS, and

proximity-1 have been illustrated, by also shedding some

lights on the CRC issues, which may play some issues in

the recovery capabilities implemented in deep-space

missions. In addition to channel coding mechanisms,

ARQ schemes have been also illustrated by considering the
relevant cases of TC COP-1, BP, LTP, and CFDP protocols.

A special note has been reserved to the application of

Fig. 8. Integration of erasure codes into CFDP, with deferred retransmission.

Fig. 9. Integration of erasure codes into bundle protocol, with

custodial transfer option enabled.
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erasure codes, which could play an important role in the
future deep-space communications in order to provide

complimentary protection tools implemented at the higher

layers. It is remarkable that such an approach would be

beneficial in space missions characterized by very much

resource-constrained uplink, or in case of optical link com-

munications [129], where short fading events (1–100 ms)

can be contrasted by the use of erasure codes. Finally, the

ultimate frontier for ensuring reliable data delivery is
represented by the joint use of ARQ and erasure codes, in

order to provide a two-level protection against short and

moderately long fading events, by also taking advantage of

the store/forward capabilities offered by the higher protocol
layers (e.g., bundle protocol). h
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[68] I. F. Akyildiz, Ö. B. Akan, C. Chen, J. Fang,
and W. Su, BThe state of the art in
interplanetary internet,[ IEEE Commun.
Mag., vol. 42, no. 7, pp. 108–118,
Jul. 2004.

[69] J. Muhonen and R. C. Durst, BPerformance
of transport protocols over satellite
communication links,[ in Proc. IEEE Military
Commun. Conf., Oct. 1998, pp. 263–269.

[70] R. Wang, S. Horan, S. Kota, and B. Sun,
BAn experimental evaluation of SCPS-TP
over lossy GEO-space links,[ in Proc.
IEEE Global Telecommun. Conf.,
San Francisco, CA, Nov./Dec. 2006, vol. 1,
pp. 4294–4298.

[71] F. J. Lawas-Grodek, D. T. Tran,
R. P. Dimond, and W. D. Ivancic, BSCPS-TP,
TCP and rate-based protocol evaluation

for high delay, error prone links,[ in Proc.
AIAA Int. Conf. Space Oper., Houston, TX,
Jun. 2002, pp. 1–10.

[72] R. Wang and S. Horan, BProtocol
testing of SCPS-TP over NASA’s ACTS
asymmetric links,[ IEEE Trans. Aerosp.
Electron. Syst., vol. 45, no. 2, pp. 790–798,
Jun. 2009.

[73] K. Scott, BSpace internetworking with IP
and DTN,[ in Proc. AIAA Int. Conf. Space
Oper., Heidelberg, Germany, May 2008,
pp. 1–8.

[74] G. P. Calzolari, W. Hell, P. Maldari,
M. Schmidt, K.-J. Schulz, and C. Taylor,
BTowards space internetworking: The ESA
SISG-team view,[ in Proc. AIAA Int. Conf.
Space Operations, Huntsville, AL, Apr. 2010,
pp. 1–6.

[75] D. Israel, A. Hooke, K. Freeman, and J. Rush,
BThe NASA space communications data
networking architecture,[ in Proc. AIAA
Int. Conf. Space Oper., Rome, Italy,
Jun. 2006, pp. 1–9.

[76] E. Barkley, S. Burleigh, R. Gladden,
S. Malhotra, and P. Shames, BMoving
toward space internetworking via DTN:
Its operational challenges, benefits and
management,[ in Proc. AIAA SpaceOps
Conf., Huntsville, AL, Apr. 25–30, 2010,
pp. 1–8.

[77] J. Schoolcraft, S. Burleigh, R. Jones, J. Wyatt,
and L. Torgerson, BThe deep impact
network experimentsVConcept, motivation
and results,[ in Proc. AIAA Int. Conf.
Space Oper., Huntsville, AL, Apr. 2010,
pp. 1–8.

[78] S. Fowell, D. Stanton, S. Farrell, O. Page,
N. Peccia, and F. Flentge, BStudy into
the use of CFDP and DTN for future
ESA missions,[ in Proc. AIAA Int. Conf.
Space Oper., Huntsville, AL, Apr. 2010,
pp. 1–8.

[79] S. Burleigh, BDelay-tolerant networking
for space flight operations: Design and
development,[ in Proc. AIAA Int. Conf.
Space Oper., Heidelberg, Germany,
May 2008, pp. 1–7.

[80] Rationale, Scenarios, and Requirements for
DTN in Space, Informational Rep., CCSDS
130.2-G.1, Green Book, Issue 1, Consultative
Committee for Space Data Systems
(CCSDS), Aug. 2010.

[81] K. Scott and S. Burleigh, BBundle
protocol specification,[ IETF RFC 5050,
Nov. 2007.

[82] M. Ramadas, S. Burleigh, and
S. Farrell, BLicklider transmission
protocolVSpecification,[ IETF Request
for Comments RFC 5326, Sep. 2008.

[83] R. Wang, T. Wang, and X. Wu,
BBundle protocol (BP) over Licklider
transmission protocol (LTP) for cislunar
communications,[ in Proc. IEEE Global
Telecommun. Conf., Honolulu, HI,
Nov./Dec. 2009, pp. 1–5.

[84] K. Fall, BA delay-tolerant network
architecture for challenged internets,[ in
Proc. ACM SIGCOMM, Karlsruhe, Germany,
Aug. 2003, pp. 27–34.

[85] K. Fall, W. Hong, and S. Madden,
BCustody transfer for reliable delivery in
delay tolerant networks,[ IRB-TR-03-030,
Jul. 2003. [Online]. Available: http://www.
dtnrg.org.

[86] R. Wang, W. Xuan, W. Tiaotiao, L. Xueguan,
and Z. Liulei, BTCP convergence layer-based
operation of DTN for long-delay cislunar
communications,[ IEEE Syst. J., vol. 4, no. 3,
pp. 385–395, Sep. 2010.

de Cola et al. : Reliability Options for Data Communications in the Future Deep-Space Missions

2072 Proceedings of the IEEE | Vol. 99, No. 11, November 2011



[87] S. Burleigh, BDelay-tolerant networking
LTP convergence layer (LTPCL) adapter,[
draft-burleigh-dtnrg-ltpcl-02, IETF,
Internet Draft, Feb. 2011.

[88] M. Demmer, E. Brewer, K. Fall, S. Jain,
M. Ho, and R. Patra, BImplementing delay
tolerant networking,[ IRB-TR-04-020,
Dec. 28, 2004. [Online]. Available:
http://www.dtnrg.org.

[89] F. A. Sanders, G. Jones, and M. Levesque,
BTransfer of files between the deep impact
spacecrafts and the ground data system
using CFDP: A case study,[ in Proc. IEEE
Aerosp. Conf., Big Sky, MT, Mar. 2007,
pp. 1–5.

[90] W. Baek and D. C. Lee, BAnalysis of
CCSDS file delivery protocol: Immediate
NAK mode,[ IEEE Trans Aerosp Electron.
Syst., vol. 41, no. 2, pp. 503–524,
Apr. 2005.

[91] K. K. Choi, G. Maral, and R. Rumeau,
BThe implementation and validation
of the new standard CCSDS file delivery
protocol for multi-hopped space file
transfer,[ in Proc. IEEE Aerosp. Conf.,
Aspen, CO, Mar. 1999, pp. 153–163.

[92] R. Wang, B. L. Shrestha, W. Xuan, E. Tade,
T. Wang, and X. Wang, BExperimental
investigation of CCSDS file delivery protocol
(CFDP) over cislunar communication links
with intermittent connectivity,[ in Proc.
IEEE Int. Conf. Commun., Beijing, China,
May 2008, pp. 1910–1914.

[93] R. Wang, B. L. Shrestha, and X. Ma,
BChannel delay impact on CCSDS file
delivery protocol (CFDP) over space
communications links,[ in Proc. IEEE
Int. Conf. Commun., Glasgow, Scotland,
Jun. 2007, pp. 5201–5205.

[94] M. Chiani, G. Liva, and E. Paolini,
BLong erasure correcting codes: A new
appealing chance for space applications
protocols?[ presented at the Spring
CCSDS Meeting, Montreal, QC, Canada,
May 2004.

[95] J. Byers, M. Luby, and M. Mitzenmacher,
BA digital fountain approach to reliable
distribution of bulk data,[ IEEE J. Sel. Areas
Commun., vol. 20, no. 8, pp. 1528–1540,
Oct. 2002.

[96] M. Luby, M. Mitzenmacher,
M. Shokrollahia, and D. Spielman,
BEfficient erasure correcting codes,[
IEEE Trans. Inf. Theory, vol. 47, no. 2,
pp. 569–584, Feb. 2001.

[97] S. ten Brink, BConvergence behavior of
iteratively decoded parallel concatenated
codes,[ IEEE Trans. Commun., vol. 49, no. 10,
pp. 1727–1737, Oct. 2001.

[98] T. Richardson and R. Urbanke, BThe capacity
of low-density parity check codes under
message-passing decoding,[ IEEE Trans.
Inf. Theory, vol. 47, no. 2, pp. 599–618,
Feb. 2001.

[99] M. G. Luby, M. Mitzenmacher,
M. A. Shokrollahi, and D. A. Spielman,
BImproved low-density parity-check
codes using irregular graphs,[ IEEE Trans.
Inf. Theory, vol. 48, no. 2, pp. 585–598,
Feb. 2001.

[100] G. Liva, S. Song, L. Lan, Y. Zhang, S. Lin, and
W. E. Ryan, BDesign of LDPC codes: A
survey and new results,[ J. Commun. Softw.
Syst., vol. 2, Special Issue on Channel Coding
in Wireless Systems, no. 3, pp. 191–211,
Sep. 2006.

[101] W. E. Ryan and S. Lin, Channel
CodesVClassical and Modern.
Cambridge, U.K.: Cambridge Univ.
Press, 2009.

[102] P. Oswald and M. A. Shokrollahi,
BCapacity-achieving sequences for
the erasure channel,[ IEEE Trans. Inf.
Theory, vol. 48, no. 12, pp. 364–373,
Dec. 2002.

[103] H. Pfister, I. Sason, and R. Urbanke,
BCapacity-achieving ensembles for the
binary erasure channel with bounded
complexity,[ IEEE Trans. Inf. Theory,
vol. 51, no. 7, pp. 2352–2379,
Jul. 2005.

[104] H. Pfister and I. Sason,
BAccumulate-repeat-accumulate codes:
Capacity-achieving ensembles of systematic
codes for the erasure channel with
bounded complexity,[ IEEE Trans. Inf.
Theory, vol. 53, no. 6, pp. 2088–2115,
Jun. 2007.

[105] E. Paolini, G. Liva, B. Matuz, and M. Chiani,
BGeneralized IRA erasure correcting codes
for hybrid iterative/maximum likelihood
decoding,[ IEEE Commun. Lett., vol. 12,
pp. 450–452, Jun. 2008.

[106] G. Liva, B. Matuz, E. Paolini, and
M. Chiani, BAchieving a near-optimum
erasure correction performance with
low-complexity LDPC codes,[ Int. J.
Satell. Commun. Netw., vol. 28, no. 5–6,
pp. 236–256, Sep.–Dec. 2010.

[107] C. Di, D. Proietti, I. E. Telatar,
T. J. Richardson, and R. Urbanke,
BFinite length analysis of low-density
parity-check codes on the binary erasure
channel,[ IEEE Trans. Inf. Theory,
vol. 48, no. 6, pp. 1570–1579,
Jun. 2002.

[108] D. Burshtein and G. Miller, BAn efficient
maximum likelihood decoding of LDPC
codes over the binary erasure channel,[
IEEE Trans. Inf. Theory, vol. 50, no. 11,
pp. 2837–2844, Nov. 2004.

[109] B. Matuz, G. Liva, E. Paolini, and M. Chiani,
BPivoting algorithms for maximum
likelihood decoding of LDPC codes over
erasure channels,[ in Proc. IEEE Global
Telecommun. Conf., Honolulu, HI,
Nov./Dec. 2009, pp. 1–6.

[110] H. Jin, A. Khandekar, and R. McEliece,
BIrregular repeat-accumulate codes,[ in Proc.
2nd Int. Symp. Turbo Codes Related Topics,
Brest, France, Sep. 2000, pp. 1–8.

[111] G. Liva, B. Matuz, Z. Katona, and E. Paolini,
and M. Chiani, BOn construction of
moderate-length LDPC codes over correlated
erasure channels,[ in Proc. IEEE Int. Conf.
Commun., Dresden, Germany, Jun. 2009,
pp. 1–5.

[112] E. Paolini and M. Chiani, BConstruction
of near-optimum burst erasure correcting
low-density parity-check codes,[ IEEE Trans.
Commun., vol. 57, no. 5, pp. 1320–1328,
May 2009.

[113] G. Liva, E. Paolini, B. Matuz, and M. Chiani,
BA decoding algorithm for LDPC codes over
erasure channels with sporadic errors,[ in
Proc. 48th Annu. Allerton Conf. Commun.
Control Comput., Monticello, IL,
Sep. 29–Oct. 1, 2010.

[114] G. Liva, T. De Cola, D. Giggenbach,
N. Perlot, E. Paolini, M. Chiani, and
G. P. Calzolari, BPacket loss recovery
via maximum-likelihood LDPC decoding,[

presented at the CCSDS Fall Meeting,
Berlin, Germany, Oct. 2008.

[115] J. Thorpe, BLow-density parity-check
(LDPC) codes constructed from
protographs,[ JPL INP, Tech. Rep. 42-154,
Aug. 2003.

[116] T. D. Divsalar, S. Dolinar, and C. Jones,
BProtograph LDPC codes over burst
erasure channels,[ in Proc. IEEE Military
Commun. Conf., Washington, DC, Oct. 2006,
pp. 1–7.

[117] J. Hamkins, BOptimal codes for the burst
erasure channel, IPN Progr. Rep. 42-174,
Aug. 2008.

[118] T. de Cola and M. Marchese, BReliable data
delivery over deep space networks: Benefits
of long erasure codes over ARQ strategies,[
IEEE Wireless Commun., vol. 17, no. 2,
pp. 57–65, Apr. 2010.

[119] E. Paolini, M. Varrella, M. Chiani, and
G. P. Calzolari, BRecovering from packet
losses in CCSDS links,[ in Proc. 4th Adv.
Satellite Mobile Syst. Conf., Bologna, Italy,
Aug. 2008, pp. 283–288.

[120] T. de Cola, H. Ernst, and M. Marchese,
BPerformance analysis of CCSDS file
delivery protocol and erasure coding
techniques in deep space environments,[
Comput. Netw., vol. 51, no. 14, pp. 4032–4049,
Oct. 2007.

[121] T. de Cola, BA protocol design for
incorporating erasure codes within
CCSDS: The case of DTN protocol
architecture,[ in Proc. 5th Adv. Satellite
Multimedia Syst. Conf., Cagliari, Italy,
Sep. 2010, pp. 68–73.

[122] S. Shambayati, BOn selecting the size of
a spacecraft’s buffer,[ IPN PR 42-174,
Aug. 2008, pp. 1–25.

[123] T. de Cola and M. Marchese, BJoint use of
custody transfer and erasure codes in DTN
space networks: Benefits and shortcomings,[
in Proc. IEEE Globecom Conf., Miami, FL,
Dec. 2010.

[124] T. de Cola, BUse of erasure codes in
CCSDS upper layers: Motivation and
implementation CCSDS Meeting,
Portsmouth, VA, May 2004. [Online].
Available: http://cwe.ccsds.org/sls/docs/
SLS-CandS.

[125] K. Nichols, M. Holbrook, R. L. Pitts,
K. K. Gifford, A. Jenkins, and S. Kuzminsky,
BDTN implementation and utilization
options on the international space station,[
in Proc. AIAA SpaceOps Conf., Huntsville, AL,
Apr. 25–30, 2010, pp. 1–8.

[126] E. Ackerman, BInterplanetary internet
tested,[ IEEE Spectrum, vol. 46, no. 7,
pp. 13–14, Jul. 2009.

[127] T. de Cola and M. Marchese, BHigh
performance communication and navigation
systems for interplanetary networks,[
IEEE Syst. J., vol. 2, no. 1, pp. 104–113,
Feb. 2008.

[128] T. de Cola and M. Marchese, BStudy and
performance analysis of ARQ-based and
transport layer coding schemes over
deep space networks,[ in Proc. IEEE
Globecom, San Francisco, CA,
Nov.–Dec. 2006, pp. 1–5.

[129] H. Hemmati, A. Biswas, and I. B. Djordjevic,
BDeep-space optical communications:
Future perspectives and applications,[
Proc. IEEE, to be published..

de Cola et al. : Reliability Options for Data Communications in the Future Deep-Space Missions

Vol. 99, No. 11, November 2011 | Proceedings of the IEEE 2073



ABOUT THE AUT HORS

Tomaso de Cola (Student Member, IEEE) was

born in Manosque, France, on April 28, 1977. He

received the BLaurea[ degree (with honors) in

telecommunication engineering, in 2001, the

Qualification degree as Professional Engineer in

2002, and the Ph. D. degree in Electronic and

Computer Engineering, Robotics and Telecommu-

nications in 2010 from the University of Genoa,

Italy.

From 2002 until 2007, he worked with the

Italian Consortium of Telecommunications (CNIT), University of Genoa

Research Unit, as a Scientist Researcher. Since 2008, he has been with the

German Aerospace Centre (DLR), WeQling, Germany, where he is involved

in different European Projects focusing on different aspects of DVB

standards, CCSDS protocols, and testbed design. He is coauthor of more

than 30 papers, including in international conferences and journals. His

main research activity concerns: TCP/IP protocols, satellite networks,

transport protocols for wireless links, interplanetary networks as well as

delay tolerant networks.

Dr. de Cola served on the Technical Program Committee at several

IEEE International Conferences. He is a member of the IEEE Communica-

tions Society.

Enrico Paolini (Member, IEEE) received the

Dr.Ing. degree (with honors) in telecommunica-

tions engineering and the Ph.D. degree in electri-

cal engineering from the University of Bologna,

Bologna, Italy, in 2003 and 2007, respectively.

While working toward the Ph.D. degree, he was

a Visiting Research Scholar with the University of

Hawaii at Manoa. From 2007 to 2010, he held a

postdoctoral position with the Department of

Electronics, Computer Science and Systems

(DEIS), University of Bologna, where he is currently Assistant Professor.

His research interests include error-control coding (with emphasis on

LDPC codes and their generalizations, iterative decoding algorithms,

reduced-complexity maximum-likelihood decoding for erasure chan-

nels), and radar sensor networks based on ultrawideband technology. In

the field of error-correcting codes, has been involved since 2004 in sev-

eral activities with the European Space Agency (ESA), in the framework of

the Consultative Committee for Space Data Systems (CCSDS).

Dr. Paolini served on the Technical Program Committee at several

IEEE International Conferences, and on the Organizing Committee of 2011

IEEE International Conference on Ultra-Wideband. He is a member of the

IEEE Communications Society and of the IEEE Information Theory

Society.

Gianluigi Liva (Member, IEEE) was born in

Spilimbergo, Italy, on July 23, 1977. He received

the Laurea degree in electronic engineering in and

the Ph.D. degree from the Department of Elec-

tronics, Computer Science and Systems (DEIS),

University of Bologna, Bologna, Italy, in 2002 and

2006, respectively.

He has been involved in the research of chan-

nel codes for high data rate Consultative Commit-

tee for Space Data Systems (CCSDS) missions since

2003, in collaboration with the European Space Operations Centre of the

European Space Agency (ESA-ESOC). From October 2004 to April 2005,

he was researching at the University of Arizona as visiting student, where

he was involved in the design of low-complexity coding systems for space

communication systems. He is currently with the Institute of Commu-

nications and Navigation, German Aerospace Center (DLR), WeQling,

Germany. His main research interests include satellite communication

systems, random access techniques, and error control coding.

Dr. Liva is active in the DVB-SH and in the DVB-RCS mobile

standardization groups. In 2010 he has been appointed guest lecturer

for channel coding at the Institute for Communications Engineering (LNT)

of the Technische Universität München (TUM). He serves IEEE as reviewer

for transactions, journals, and conferences.

Gian Paolo Calzolari was born in Latina, Italy, in

1958. He received the BLaurea in Ingegneria

Elettronica[ from the Università di Roma La
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