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Abstract—Since increasing demand for high bit-depth video places large demands upon resources, such as communication bandwidth as well as memory and storage capacity, research into improving the compression ratio (CR) for these videos is critically important. Most conventional video encoders are not amenable to high bit-depth format, so this paper presents novel preprocessing methods designed to improve CR of high bit-depth grayscale video by transforming raw data such that the video can be compressed using conventional encoders. We present five preprocessing methods: filtering, region of interest (ROI), factoring, SuperFrame, and bit-stream splitting (BSS). Results show tradeoffs for each method, with respect to CR and data quality. The greatest increases in CR are obtained using SuperFrame, BSS, and factoring, and combining these methods increases CR even further. With our focus upon tradeoffs between CR and data quality, our new methods, results, and analysis enable system designers to select appropriate preprocessing method(s) based upon their specific system and mission requirements.
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1. INTRODUCTION

Increasing demand for higher data quality is prevalent in many computing domains, especially aerospace and defense domains, where this increase enables improved data analysis for critical and sensitive applications, such as surveillance systems, object tracking, space science, etc. One way to improve the video quality is to increase the video format’s bit-depth from the typical 8-bit consumer video to a higher bit-depth (e.g., any video containing more than 8 bits per pixel, such as 14- or 16-bit), which vastly increases the resolution and data information per video frame. However, the tradeoff for increased bit-depth is increased resource requirements, such as memory storage, computational demands, communication bandwidth, etc., which may preclude usage in highly resource-constrained systems, such as satellites and drones. For example, 100 frames of 8-bit 256×256 video contains \((100 \times 256 \times 256 \times 8) = 52,428,800\) bits of raw data. A video with an equivalent number of frames and the same resolution but in 16-bit format contains \((100 \times 256 \times 256 \times 16) = 104,857,600\) bits, which doubles the memory requirements as compared to the 8-bit video.

One common method to mitigate this increased resource requirement is to compress the raw data to a smaller size using existing video encoders, such as H.264 [1], MJPEG [2], or VP8 [3]. An encoder’s effectiveness is measured using the compression ratio (CR), which is the uncompressed data size divided by the compressed data size. Lossless encoders retain all existing raw data exactly when the compressed data is decoded, but retaining this information severely limits attainable CR. Lossy compression enables larger CRs, but the decoded data are not exactly the same as the encoded data. This loss can be measured using the Root Mean Square Error (RMSE), which is a common metric used to quantify data loss. Lower RMSE values represent higher decoded video quality (less data loss), with lossless compression achieving an RMSE of zero (the decoded data are identical to the original raw data).

A major challenge in using existing encoders for high bit-depths is that these encoders typically only support 8-bit video formats, and thus they are not amenable to high bit-depth videos. Even though a few existing encoders support high bit-depth grayscale video (e.g., JPEG-LS [4], FFV1 [5], JPEG2000 [6], FFVHuff [7]), an in-house analysis of these encoders showed low CR, ranging from 1.0 to 1.85.

There are several potential solutions for improving the CR, including architecting new encoders. However, architecting new encoders can be an immense undertaking for a special-purpose need, which may explain the limited availability of suitable encoders [8]. We propose a more practical solution that uses preprocessing methods to alter the video’s format, creating processed data that are more amenable to existing encoders. In this work, we propose and evaluate five video preprocessing methods to transform high bit-depth videos, making the processed data amenable to existing encoders. Our preprocessing methods include: filtering, region of interest (ROI), factoring, SuperFrame, and bit-stream splitting (BSS). These methods offer different tradeoffs between CR and RMSE to enable system designers to...
choose an appropriate method based on application and system requirements [9].

Filtering is a preprocessing method that attempts to reduce the noise in the data, which reduces the video’s entropy. Entropy is a measure of the quantity of information contained in an image, where lower entropy results in a higher potential CR, and thus filtering can theoretically improve a video’s CR. We evaluated several noise-reduction filtering algorithms, including Gaussian, Median, Average, and Wiener. Since filtering modifies the content of the video, filtering is inherently lossy, and thus the processed data already contains some loss in quality.

ROI identifies the critical video-frame regions and maintains these regions’ qualities using lossless compression, while using lossy compression on the remainder of the video frame in order to isolate the data loss to non-critical data. This selective region compression achieves higher overall CR while maintaining the quality of the critical data and varying the quality of the non-critical data.

Factoring reduces the bit-depth by attempting to remove only bits that provide little information with respect to the overall data quality. Factoring is similar to the quantization step in JPEG encoding [10].

SuperFrame is a method that converts a large stream of video frames into a single (supersized) frame, making the data more amenable to popular image compression algorithms, such as JPEG2000. Using SuperFrame enables compression of all pixel values within a single supersized frame, which transforms temporal redundancy into spatial redundancy and increases CR potential.

BSS is a novel video preprocessing method that splits the video’s bits into smaller 8-bit partitions that can be compressed using existing 8-bit encoders (e.g., H.264, MJPEG, VP8). For example, a 16-bit video can be split into two separate 8-bit videos, each containing the same number of frames, where one partition contains the upper bytes of each frame and the other partition contains the lower bytes.

We thoroughly evaluated each preprocessing method’s CR and RMSE for different video scene types. Since these requirements can be mission-specific, for evaluation and comparison purposes, in this paper we target an average CR of 10 or more with an RMSE of 15 or less. Using a 16-bit lossless encoder FFV1 as a baseline, our results show that filtering resulted in small CR improvements of 1.01x to 1.04x with a large increase in RMSE. A simple quadrant-based ROI method that identified one quarter of the frame as critical data increased the overall CR by 2.10x, with an RMSE of zero for the ROI quadrant (i.e., perfect data quality), but large increases in RMSE for the other quadrants. SuperFrame using lossless JPEG2000 resulted in CR increases of 1.63x. BSS resulted in CR increases of 1.74x and 15.4x using lossless and lossy compression, respectively. Combining factoring and BSS resulted in a CR increase of 22.4x using lossy compression, with a small RMSE of less than 18.5.

As aerospace missions demand higher bit-depth video, it is critical to improve data compression in order to be able to deliver video information efficiently. However, given the high data-integrity requirements of aerospace and defense applications, the compression methods used must meet critical CR and RMSE requirements for the mission. In this paper we present new methods, results, and tradeoff analyses with different preprocessing and video encoding methods, enabling designers to quickly evaluate and select an appropriate method given system constraints and application requirements.

2. Background and Methodologies

Given the disparity between expected and required data quality and between the level of information for consumer products (e.g., personal video camera, television data) and specialized space applications, vastly different video formats and processing methods may be required. In this section, we summarize these specialized requirements with respect to the high bit-depth video test set used in our evaluations, and the various metrics and tools used to compare and analyze the effectiveness of our proposed preprocessing methods.

Evaluated Video Test Set

For this study, we evaluate three different high bit-depth videos, provided by the Air Force Research Laboratory (AFRL) Space Vehicles Directorate, which are simulated, video data in Overhead Persistent Infrared (OPIR) imaging with 14-bit grayscale raw video in little endian format. Since the files are stored as raw video, even though the sensor data is recorded as 14-bit, each pixel value contains 16 bits, with two zero bits padded automatically at the most significant bit position [11]. A special characteristic of these videos is that the videos are recorded at a high frame rate of greater than 100Hz, whereas a consumer video would typically be recorded at 30Hz or 60Hz. This high frame rate adds to the memory, storage, and bandwidth requirements.

Figure 1 depicts a representative frame/scene from each of these three videos, showing various possible expected scenarios from space applications that are observing Earth terrain. The videos show different cloud cover variations,
with Figures 1a (Cloud001) and 1b (Cloud002) showing different types of cloud cover, and Figure 1c (NoCloud001) with no cloud cover. Cloud001 is a more uniform scene, with most of the video containing a small range of gray levels. Cloud002 and NoCloud001 show more complexities in the video, with more drastic changes within certain portions of the frame. This range of complexities will impact the effectiveness of the video compression, and vary the achievable CR and RMSE of each video, based on our different preprocessing methods.

**Evaluation Metrics**

We use several metrics to measure the effectiveness of video compression and our proposed preprocessing methods. CR quantifies the reduction in data size, which is the uncompressed file size divided by the compressed file size:

\[
CR = \frac{\text{uncompressed file size}}{\text{compressed file size}}
\]

(1)

Higher CR values indicate a smaller compressed file size, which reduces memory, storage, and communication bandwidth requirements.

RMSE is used to measure the quality of a video after compression, and calculates the difference in pixel values in the compressed file against the original pixel values from the raw, uncompressed file. RMSE is calculated as:

\[
RMSE = \sqrt{\frac{1}{WHL} \sum_{x=0}^{W-1} \sum_{y=0}^{H-1} \sum_{z=0}^{L-1} [f'(x, y, z) - f(x, y, z)]^2}
\]

(2)

where \(W\) and \(H\) are the width and height of the video frame, respectively, \(L\) is the number of frames in the video, \(f'(x, y, z)\) is the compressed video pixel value at the \(x, y\) position within the \(z\)-th frame, and \(f(x, y, z)\) is the raw video pixel value. However, RMSE does not distinguish between loss of noise and loss of information and simply represents the error, unlike other common metrics such as Peak Signal to Noise Ratio (PSNR), which attempts to quantify the visual effects of data loss and may not make sense for analysis applications.

Video can be compressed using either lossless or lossy compression. In lossless compression, the compressed file has an RMSE value of zero, meaning there are no changes in any of the pixel values (i.e., all data quality is retained). However, this zero RMSE requirement severely limits attainable CR. Lossy compression increases CR, but the tradeoff is reduced data quality. Lossy compression results in RMSE values greater than zero.

**Tools**

We used MATLAB as the primary tool to create and test our preprocessing methods. Filtering was performed using the `imfilter` MATLAB function, which allows the use of built-in filters, such as Average, Median, Gaussian, and Wiener.

**Figure 2:** Baseline CR for each video using existing 16-bit encoders for lossless compressions.

MATLAB was also used to create the scripts for factoring, SuperFrame, and BSS. For our video encoders, we used the open-source application FFmpeg [7] running on a Windows 7 computer. FFmpeg contains a large number of supported video encoders, some of which we analyze in this paper, including FFV1, FFVhuff, JPEG-LS, LJPEG, x264, and JPEG2000.

**3. CONVENTIONAL METHODS**

Due to the focus on consumer product demands, few video encoders support high bit-depth in video compression, and thus leave limited options. Using the FFmpeg tool, the only encoders that support high bit-depth and lossless video compression without modification are FFV1, FFVhuff, JPEG-LS, LJPEG, and JPEG2000. FFV1, FFVhuff, and LJPEG only provide lossless compression, but JPEG-LS and JPEG2000 also support lossy compression in addition to lossless.

Figure 2 shows the CR results for our video test set using four of the five conventional lossless encoders for high bit-depth video. LJPEG is not shown due to complications in the FFmpeg tool, which resulted in incorrectly encoded videos, and its non-lossless compressed file in our tests. The results show a common trend across all of the encoders with respect to CR. Cloud001 had the highest CR, while Cloud002 and NoCloud001 both had similar CRs less than Cloud001. These results are expected and correlate well with our initial assessment of the video content shown in Figure 1. Cloud001 has a more uniform scene, thus higher CR than the more complex scenes in Cloud002 and NoCloud001 is expected.

Out of these four conventional encoders, FFV1 resulted in the highest CR and FFVhuff resulted in the lowest CR. In the best-case scenario, FFV1 achieved a CR of 1.85 with Cloud001, a CR of 1.48 with Cloud002, and a CR of 1.52 with NoCloud001, with an average CR of 1.62. Since FFV1 is the best conventional encoder, we designate FFV1 as our baseline for evaluating our proposed preprocessing methods.
4. PREPROCESSING METHODS

Since, even in the best-case scenario, the highest achievable CR using any conventional encoder is 1.85, which is far from our general goal of 10, we propose several new preprocessing methods to improve CR. In this section, we describe each of our proposed preprocessing methods and evaluate the methods against our baseline CR (Section 3).

Filtering

Filtering is a method of reducing noise in a video, which in turn reduces the entropy of the video. Entropy is the average of the information contained in each individual frame of the video [12,13]. In theory, by reducing the entropy of the video using noise reduction filtering, CR is expected to increase [14].

We evaluated several filters, such as Gaussian, Median, Average, and Wiener, however, the entropy of the video only reduced by a small amount and resulted in negligible CR improvements. Of these filters, Gaussian resulted in the lowest RMSE at kernel size of 5x5 and standard deviation of 0.50 pixels. Applying Gaussian to Cloud001 and compressing the resulting video using FFV1 only showed a 1.01× improvement over the baseline (CR of 1.86) with an RMSE of 15. Even at an RMSE over 100, CR increased by only 1.04×. Given these results, we concluded that filtering does not provide appreciable CR improvement.

ROI

ROI is a method designed to compress the vital or critical region of the video using lossless compression, and compressing the remaining non-critical region using lossy compression. Potential savings using ROI depend on the size of the critical region, with smaller critical regions providing a larger potential increase in the video’s overall CR.

Since ROI results are highly dependent on the specific application situation, our implementation assumed a moderately sized ROI by dividing the video into four quadrants. We arbitrarily selected the first (upper left) quadrant as the ROI for lossless compression. We used JPEG-LS as the video encoder, since JPEG-LS has both lossless and lossy compression modes. The amount of loss allowed was set using a compression setting—a parameter called the quality factor—that ranges from 0 to 128. A quality factor of 0 provides lossless compression, and a quality factor between 1 and 128 varies the degree of loss. Higher quality factors (i.e., more loss) have a higher potential CR.

Figure 3 shows the overall CR averaged over the video test set for our ROI method. The overall CR for a single video was calculated by summing the compressed size of each quadrant and comparing this total size to the original raw file size using Equation 1. The RMSE plotted is that of the lossy portion of the video. At our target RMSE of 15, CR increased by 1.81× (CR of 2.94) as compared to the baseline. Since the critical region is encoded with lossless compression, the target RMSE can be relaxed (i.e., increased). For example, at an RMSE of 50, CR increased by 2.06× (to a CR of 3.34) as compared to the baseline.

Even though ROI showed a marked improvement in CR over filtering, in these tests, we manually designated the ROI as an arbitrary quadrant. In order to most effectively leverage ROI in a real world application, an automated method for selecting the ROI is required. This automation is application-dependent and is not within the scope of this paper.

Factoring

Factoring reduces the number of bits in the video before compression. Our factoring method divides the pixel value by a factor number $2^n$, where $n$ represents the number of bits being reduced or removed. For example, factor numbers of 2, 4, 8, 16, etc. will reduce the number of bits by 1, 2, 3, 4, etc. In our MATLAB implementation, the program also defaulted to rounding the output value to the closest value. Using our 14-bit video test set and a factoring number of 64 would result in only 8 bits of the raw data being used in the compression, and a factoring number of 32 would use only 9 bits. The original bit-width can be attained by multiplying the pixel values of the decompressed video file by the same factor used before compression. Obviously this method results in some loss of data in the least significant bits, but the tradeoff is potentially higher CR.

We evaluated factoring using FFV1, since this lossless video encoder does not introduce additional RMSE, allowing us to evaluate just the RMSE introduced due to factoring. We varied the factor number from 1 to 64, using 64 as the maximum factor number since this value produces an 8-bit video from the original 14-bit video, which is already a considerable loss of data.

Figure 4 shows the CR and RMSE results for the video test set for varying factor numbers. Factoring achieved a CR as high as 4.43 for Cloud001, 2.84 for Cloud002, and 2.94 for NoCloud001, with an average CR of 3.40, which is a 2.10× increase over the baseline CR. RMSE values for factor
numbers of 2, 4, and 8 showed inconsistency, where the results did not match expected values. Factor numbers of 4 and 8 should have resulted in different RMSE values, and a factor number of 2 should not have resulted in 0 RMSE. This outcome is due to some error in the way that the original simulated video test set was created, whereas all the pixel values were either equal to 0 or 2 modulo 8. The results also show that the RMSE introduced by factoring was constant across all videos, indicating that RMSE lost due to factoring is not scene-dependent when observing most natural scenes. Factoring attains a CR comparable to that of ROI but at a much lower overall RMSE.

SuperFrame

JPEG2000 is a popular image-compression algorithm for use in various domains, especially space applications. For instance, the Consultative Committee for Space Data Systems (CCSDS) recommends using JPEG2000 for video compression for applications in which the data are stored locally for transmission at a later time [15]. However, since JPEG2000 is for image compression, using JPEG2000 for video requires compressing each frame in the video individually, thus JPEG2000 cannot take advantage of redundancy in the temporal, or time, domain like other video encoders can typically leverage.

SuperFrame is a method suggested by our sponsors (Alex Toussaint and Dr. Reed Weber at the AFRL Space Vehicles Directorate) to introduce more redundancy into the raw video data for improved JPEG2000 image compression. Figure 5 depicts the SuperFrame concept, where sequential video frames (Figure 5(a)) are rearranged into a single combined frame (Figure 5(b)). The figure depicts this concatenation using different shades of gray to show the video frame layout in the SuperFrame. Each horizontal line in a SuperFrame contains all of the pixels for a single video frame. For example, Cloud001 has a frame size of 256×256 with 4,224 total frames. The combined SuperFrame would be a single frame of size 4224×65536. This SuperFrame can then be compressed using JPEG2000 as if the video is a normal (big) image. If an entire video produces a SuperFrame larger than JPEG2000 can process, multiple SuperFrames can be created, each no larger than the maximum size that JPEG2000 can compress.

JPEG2000 supports both lossless and lossy compression, where the lossiness is varied by specifying a desired CR. Figures 6 and 7 depict the RMSE for the video test set with varying CR values, using JPEG2000 in lossy compression mode. Figure 6 shows the normal method for using JPEG2000 for video compression, where all frames are individually compressed. Figure 7 shows the SuperFrame method. At a CR of 20, SuperFrame had an RMSE of less than 20 for all of the videos, with an RMSE as low as 4.8 for Cloud001. At the same CR, using the normal JPEG2000 image compression method, the RMSE was as high as 150, with a best case RMSE of 80 for Cloud001. Results showed...
that SuperFrame could significantly increase CR for some videos, such as Cloud001, which achieved a CR above 50, a 30x increase over the baseline, with an RMSE value below our targeted maximum of 15.

Using JPEG2000 in the lossless compression mode, SuperFrame resulted in a CR of 3.00 for Cloud001, 2.44 for Cloud002, and 2.49 for NoCloud001, with an average 1.63x improvement as compared to the baseline. These results show that it is possible to increase the lossless CR by using SuperFrame without sacrificing any data, unlike filtering, ROI, or factoring. Thus, SuperFrame is a more ideal method for applications requiring absolutely no data loss.

**Bit-Stream Splitting (BSS)**

Due to the fact that most consumer video encoders use 8-bit format, advancements in video compression techniques focus on 8-bit video, with popular encoders such as H.264/H.265 and VP8/VP9. Our novel method of BSS allows any 8-bit video encoder to be used with higher bit-depth videos.

Figure 8 represents the basic flow of compressing a high bit-depth video using BSS. Even though BSS can be used for any bit-depth, we describe the concept using our 14-bit grayscale video test set (Section 2), which in raw file format uses 16-bits for each pixel. The video is split into two parts, resulting in two video files, one with the upper bytes and one with the lower bytes. Each resulting 8-bit video file can be compressed using any 8-bit video encoder, which could not have been used on the original 14-bit video. To obtain the original video, the two compressed files are decompressed and merged back into a single video file.

Figure 9 shows the CR for various lossless encoders using BSS. The results show that x264 (an open-source implementation of H.264) provided the best CR, achieving a CR as high as 3.40 for Cloud001, 2.45 for Cloud002, and 2.60 for NoCloud001. With an average CR of 2.82, BSS increased the CR by 1.74x as compared to the baseline. BSS also outperformed SuperFrame in lossless compression.

Splitting the bits also enables targeted lossy compression. Since the upper byte contains more relative information about the video data as compared to the lower byte, lossless compression can be applied to the upper byte and lossy compression to the lower byte.

1 Even though H.265 and VP9 reported support high bit-depth formats, at the time of testing, these implementations in FFmpeg were not functional.
Figure 10 shows the CR and RMSE using x264 with BSS, averaged over the video test set. Even though there are other 8-bit encoders that support lossy compression, such as VP8/VP9, the CCSDS recommends using MPEG-4 part 10, an H.264 implementation, for certain space video applications that use 8-bit video format [15]. The results in the figure show that x264 with BSS achieved an average CR of 25 at our target RMSE of 15, a 15.4x improvement as compared to the baseline.

5. COMBINATION OF METHODS

Given the individual evaluation of our five preprocessing methods, the results showed that factoring, SuperFrame, and BSS achieved the best CR improvement over the baseline using both lossless and lossy compression. Since these methods do not have to be orthogonal, we evaluated several combinations of these methods to achieve even higher CR.

BSS and Factoring

Results showed that, out of all our preprocessing methods, BSS using x264 achieved the best lossless CR, and factoring provided good lossy CR with acceptable RMSE (Section 4). Thus, we evaluated the combination of BSS and factoring by applying factoring to the raw video test set before applying BSS with x264 lossless compression.

Figure 11 shows the CR and RMSE results for the video test set using this combination of BSS and factoring, which shows similar constant RMSE trends as did the factoring results in Figure 4(b) across different videos. This similarity is expected, since we are using lossless compression with BSS, which does not introduce additional data loss beyond the data loss incurred by factoring. However, this combination resulted in greater CR, as depicted in Figure 11(a). In the best-case scenario, Cloud001 has a CR of 36.3 with an RMSE of 18.5, an 8.19x improvement in CR as compared to factoring alone. On average, using this combination increased CR by 22.4x, with an RMSE of only 18.5, which is a CR more than double our targeted CR of 10 while keeping the RMSE close to 15.

BSS and SuperFrame

Since SuperFrame showed good improvement in both lossless and lossy CR, we combined BSS and SuperFrame to achieve even higher CRs. Figure 12 compares the CR and RMSE results from the video test set using BSS separately, SuperFrame separately, the combination of BSS and factoring, and the combination of BSS and SuperFrame.

The results show that the combination of BSS and SuperFrame has a higher RMSE at CR less than 20 compared to just using BSS and SuperFrame separately, and the combination of BSS and factoring. However, at higher CR values, the BSS and SuperFrame combination had lower RMSE than BSS alone. In the case of Cloud001 (Figure 12(a)), the BSS and SuperFrame combination showed higher RMSE than using SuperFrame alone. Figures 12(b) and 12(c), however, show that for Cloud002 and NoCloud001 the combination of BSS and SuperFrame had the lowest RMSE across these combinations. These results indicate that CR, and thus best method in combination, is dependent on the particular video scenes.

Since our targeted RMSE is 15 or lower, Figure 13 depicts a closer look at the achievable CR while maintaining an RMSE in this range. This figure presents the same results as in Figure 12, but with the RMSE axis limited to 20 to more
clearly evaluate trends. As observed, the combination of BSS and SuperFrame does not perform as well as just using either BSS or SuperFrame separately. Figure 13 also shows that SuperFrame achieved the highest CR while remaining below our target value of RMSE for the entire video test set, even though trends in Figure 12 indicated that BSS and SuperFrame in combination performed better than SuperFrame separately for CRs higher than 20.

6. CONCLUSIONS

The demand for high bit-depth video is ever increasing for critical and sensitive applications, which places increased demand on system resources. Since most conventional video encoders do not support these formats, this paper presents novel preprocessing methods to address the need for higher compression ratios (CRs). Our results and analysis reveal that the largest CR improvements for high bit-depth video can be achieved using several of our proposed preprocessing methods: SuperFrame, bit-stream splitting (BSS), and factoring, or a combination of these. Since large CR increases the tradeoff in loss of data quality, our analysis enables system designers to select the most appropriate preprocessing method, or combination of methods, based on the specific application requirements. Our preprocessing methods enable new and more complex algorithms in resource-constrained environments. For example, since BSS transforms the data to a format suitable for any existing 8-bit encoder, this method enables a designer to consider a large range of highly developed consumer-oriented encoders instead of relying on a more specialized, application-specific encoder.

Future work includes measuring the resource cost needed to run our proposed preprocessing methods, and the additional processing overhead that these methods demand upon the compression speed. These overheads are another critical issue that must be considered by system designers when selecting preprocessing method(s), since compression for a given mission and high bit-depth video leads to requirements in compression rate and quality as well as compression speed.
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