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Abstract—The cache hierarchy’s large contribution to total microprocessor system power makes caches a good optimization

candidate. To facilitate a fast design-time cache optimization process, we propose a single-pass trace-driven cache simulation

methodology—T-SPaCS—for a two-level exclusive cache hierarchy. Direct adaptation of conventional trace-driven cache simulation to

two-level caches requires significant storage and simulation time as numerous stacks record cache access patterns for each level one

and level two cache combination and each stack is repeatedly processed. T-SPaCS significantly reduces storage space and simulation

time using a set of stacks that only record the complete cache access pattern. Thereby, T-SPaCS simulates all cache configurations

for both the level one and level two caches simultaneously in a single pass. Experimental results show that T-SPaCS is 21.02X faster

on average than sequential simulation for instruction caches and 33.34X faster for data caches. A simplified, but minimally lossy

version of T-SPaCS (simplified-T-SPaCS) increases the average simulation speedup to 30.15X for instruction caches and 41.31X for

data caches. We leverage T-SPaCS and simplified-T-SPaCS for determining the lowest energy cache configuration to quantify the

effects of lossiness and observe that T-SPaCS and simplified-T-SPaCS still find the lowest energy cache configuration as compared to

exact simulation.

Index Terms—Cache memories, low-power design, real-time systems and embedded systems, simulation

Ç

1 INTRODUCTION

SINCE the cache hierarchy can consume as much as
50 percent or more of total system power [26], caches

are a good candidate for optimization in low-power
embedded systems. Research shows that applications have
varying cache requirements for optimal energy consump-
tion [36]. Specializing cache parameters, such as total cache
size, block size, and associativity to an application’s
temporal and spatial locality characteristics can reduce
energy consumption by as much as 40 percent on average
[4], [17]. Cache tuning, a prevailing optimization technique,
determines the best cache configuration (specific cache
parameter values) in the design space (all possible cache
configurations) for the entire application [14], [36] or each
application phase [16], [27].

Cache tuning can be performed at design time—offline

static cache tuning—or during runtime—online dynamic

cache tuning. Offline static cache tuning is suitable for

stable systems with predictable inputs and execution

behavior. Since an embedded system usually executes a

fixed application or set of similar applications, cache tuning

can be specifically applied to optimize the cache for these

predictable embedded applications. System designers de-

termine cache parameter values during design time and set

these values in synthesizable soft-core processors that
provide numerous cache parameters for customization [1],
[2], [31]. For systems using hard-core processors [4], [15]
that contain configurable caches, the optimal energy cache
configurations could still be determined a priori, and the
hard-core processors would be configured to the designer-
specified parameter values at system startup. Since static
cache tuning determines cache parameter values prior to
system runtime, static cache tuning introduces no runtime
overhead with respect to design space exploration.

Alternatively, online dynamic cache tuning determines
the best cache configuration by exploring the design space
during runtime [17] and requires no system designer effort.
This in-system exploration capability enables dynamic
cache tuning to adaptively react to the system’s environ-
ment and input changes [5], [14], [16], [36]. Dynamic
adaptation enables potentially more accurate cache config-
urations (and thus lower energy consumption) for unpre-
dictable or dynamic applications as compared to static
cache tuning. However, online design space exploration
may interfere with system behavior and impose system
overheads such as performance, area, and power/energy
while exploring the design space. Additionally, determin-
ing when to apply dynamic cache tuning is challenging, as
cache tuning must quickly react to changes in an applica-
tion’s behavior. Inappropriate cache tuning times may
result in significantly higher energy consumption than
running the system in a fixed base configuration without
any cache tuning [14]. Due to these dynamic tuning
challenges, in this paper, we focus on static cache tuning.

Most existing offline static methods determine the cache
configuration using an analytical model or simulation.
Analytical modeling quickly predicts cache performance
by analyzing program locality or data reuse patterns using
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mathematical models [6], [12]. These models are usually
built based on program characteristics that are independent
of the processor type and operating system. Even though
analytical modeling quickly determines the cache config-
uration, analytical modeling is generally inaccurate and
produces suboptimal results. Simulation methods improve
cache tuning accuracy by simulating each cache configura-
tion to determine the lowest energy configuration. However,
the simulation time required to iteratively explore a large
design space is lengthy even though heuristics can be used
to prune the design space [17], [36]. Even though relatively
faster simulation methods can be used, such as functional
simulation as compared to cycle accurate simulation, these
methods still require long simulation time [17], [36].

Trace-driven cache simulation significantly reduces de-

sign exploration time by functionally simulating an applica-

tion once to produce a memory reference trace (access trace),

and then processing the access trace for each cache

configuration with a fast cache simulator. The reason for

time reduction is that lengthy functional simulation is only

employed once and trace simulation is faster than functional

simulation. Although access trace files are typically very

large with a large storage space requirement and conse-

quently slow processing time, approaches such as SimPoint

[28], trace sampling [9], and trace compression [21] reduce

these overheads.
Most tuning methods iteratively evaluate the design

space, processing only one configuration on each simulation

pass [10], resulting in lengthy design space exploration time.

Instead of iteratively exploring the design space, single-pass

trace-driven simulation evaluates multiple configurations

simultaneously in a single simulation pass [19], [24], [29],

[32], achieving simulation speedups on the order of tens

[20], [33] as compared to iterative simulation. However, all

previous single-pass trace-driven methods, to the best of our

knowledge, only simulate single-level caches.
However, inherent multilevel cache execution character-

istics make direct application of single-level cache single-
pass simulation techniques challenging. For example, in a
two-level cache hierarchy, the level one cache (L1) filters
the access trace (all L1 accesses) and produces one filtered
access trace for each level two cache (L2) (i.e., each unique
L1 configuration’s misses form a unique filtered access
trace for L2). Since the L2 access trace is determined by
each L1 configuration, each filtered access trace must be
stored and processed separately. In addition, the design
space increases approximately exponentially as the num-
ber of cache parameters increases because essentially each
L2 configuration can be coupled with each L1 configura-
tion, which increases the storage space and processing
time requirements.

In this paper, we present for the first time (to the best of

our knowledge) a Two-level Single-Pass trace-driven

Cache Simulation methodology—T-SPaCS for exclusive

instruction and data caches for offline static cache tuning.

The designers can employ T-SPaCS a priori at design time

to evaluate all cache configurations for a particular

embedded application, and then determine the optimal

(lowest energy) cache configuration to be used during

execution time. We leverage an exclusive cache hierarchy to

limit area and processing overheads and enable the L1 and

L2 to be logically analyzed as one single cache followed by a

supplementary processing step to extract the exclusive

L2 contents. Our proposed methodology determines the

optimal cache configuration with high simulation speedup

and low storage requirements compared to iterative

simulation. For reference, Table 1 defines notations used

throughout this paper.

2 RELATED WORK

There exists much previous work in single-pass trace-
driven cache simulation, with each variation focusing on
expanding the design space and reducing the processing
time via new data structures and processing techniques.

Mattson et al. [24] first proposed the stack-based
algorithm, wherein a stack data structure stored the access
trace (Section 4 presents stack processing details). For each
access, a stack search determined the minimum cache size
necessary for that access to be a hit in a fully associative
cache. Hill and Smith [19] extended the stack-based
algorithm to simulate direct-mapped and set-associative
caches. Thompson and Smith [32] introduced dirty-level
analysis and included write-back counts.

To improve the slow processing time required for the
stack search (the upper bound on the stack size is the number
of unique addresses in the access trace), Sugumar and
Abraham [29] proposed a tree data structure-based algo-
rithm to efficiently store and traverse memory references.
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The tree-based algorithm provided a maximum 5X improve-
ment in simulation speed. Janapsatya et al. [20] decreased
simulation time using a forest data structure, which used
linked lists to maintain address tags for set-associative cache
analysis. However, the tradeoff for increased processing
speed using these tree-based algorithms had a larger storage
requirement to store the tree. Furthermore, these complex
data structures and corresponding complicated processing
operations made tree-based algorithms not amenable to
hardware implementation for runtime cache tuning. Due to
these drawbacks, the stack algorithm is still widely em-
ployed in trace-driven cache simulation methods. Viana et al.
[33] proposed SPCE—a stack-based algorithm that evaluated
cache size, block size, and associativity simultaneously using
simple bit-wise operations. SPCE’s attained speedup was as
high as 14X compared to previous works. Gordon-Ross et al.
[15] designed SPCE’s hardware prototype for runtime cache
tuning. Whereas these single-pass cache simulation meth-
odologies (stack- and tree-based) are highly efficient, these
methods are limited to single-level cache simulation.

Another technique to speed up access trace processing is
parallel-distributed simulation, a straightforward technique
that simulates different cache configurations using a parallel
processor system. Heidelberger and Stone [18] proposed a
method that partitioned the memory trace into small parts
and simulated each part in parallel. Sugumar [30] proposed
a parallel stack search method. Wan et al. [34] developed a
GPU-based simulator supporting multilevel cache simula-
tion. Although parallel-distributed simulation is capable of
simulating configurable caches in a multilevel hierarchy
with any design space size, several factors make parallel
simulation difficult in practice, such as large hardware
resources, a complex task management scheme, and data
transmission between parallel processors.

In this paper, we enhance previous works to include two-
level cache simulation. We combine a stack-based algorithm
[33] to record the memory access trace with a tree-based
data structure to support the stack search for processing
time acceleration. We propose for the first time, to the best of
our knowledge (besides trivial parallel simulation techni-
ques), a single-pass trace-driven cache simulation metho-
dology for two-level caches.

3 TWO-LEVEL CACHE CHARACTERISTICS

Two of the major challenges in two-level single-pass cache
simulation are the storage and simulation time required to
process each filtered access trace. In this section, we motivate
our selection of an exclusive cache hierarchy, as opposed to
an inclusive cache hierarchy, to address these challenges.

In an inclusive hierarchy with the least recently used
(LRU) replacement policy for both L1 and L2, each cache
level contains a subset of the contents of the lower level
caches (closer to the processor). On an L1 miss and an
L2 hit, the cache block is copied from L2 to L1. If both L1 and
L2 miss, the cache block is copied to both L1 and L2. The
evicted LRU blocks are discarded if the blocks are not dirty
(assuming the data cache uses write-allocate and write-back
policies). Otherwise, the evicted blocks are written back to
main memory. In an exclusive hierarchy [35] with LRU for
L1 and first-in-first-out (FIFO)-like for L2 (the exclusive
hierarchy complicates L2 evictions, making the process

similar to FIFO), each cache level’s contents are disjoint
from the contents of all other cache levels. On an L1 miss
and an L2 hit, the cache block is moved from L2 to L1, the
evicted LRU L1 block is moved to L2, and the evicted oldest
block from L2 is discarded if the block is not dirty. When L1
and L2 both miss, the missed block is only fetched into L1
from main memory. This lack of replication across L1 and
L2 provides an opportunity to logically view L1 and L2 as
one combined cache, whose analysis can be processed based
solely on the complete access trace. Deriving the L2 miss
rate using this combined analysis eliminates the need to
store and process each filtered L2 access trace and alters the
basic stack-based algorithm processing.

To exemplify the reduced storage requirements afforded
by the exclusive hierarchy, Fig. 1 depicts the stack-based
algorithm’s cache layout view (dotted boxes) and storage
requirements for a two-level cache with inclusive (Fig. 1a)
and exclusive (Fig. 1b) hierarchies (Section 4 presents stack
processing details). More specifically, for the inclusive
hierarchy, each cache is processed separately. The complete
access trace is recorded in the L1 stack and for each L1
configuration, the filtered access trace is recorded in an L2
stack (one distinct L2 stack is required for each L1
configuration). Each L2 stack is processed separately using
the same process as for single-level cache simulation [33]. In
the exclusive hierarchy, only one stack is required since L1
and L2 are treated as one combined cache (denoted using
the dotted boxes) and are evaluated simultaneously.

This difference in stack processing has a large impact on
the storage and time complexity. The inclusive cache
hierarchy requires one L1 stack and M L2 stacks, where
M is the number of L1 configurations. The L1 stack has a
storage complexity of OðnÞ, where n is the number of
unique addresses in the access trace. Each of the M L2
stacks has the same storage complexity of OðnÞ by assuming
the worst case where all L1 accesses are misses. The
exclusive cache hierarchy requires only one L1 stack to
generate both L1 and L2 results. Therefore, the storage and
time complexities for two-level inclusive and exclusive
caches are OððM þ 1ÞnÞ and OðnÞ, respectively.

The lightweight storage and time complexities of the
exclusive cache are important for T-SPaCS since future work
will adapt T-SPaCS for dynamic, runtime cache evaluation.
The single-pass simulation feature makes T-SPaCS amenable
to hardware implementation in dynamic cache tuning
without runtime system intrusion [15].
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Fig. 1. Storage requirements for the stack-based algorithm for a two-
level cache with (a) an inclusive hierarchy where L1 and L2 are
processed separately and (b) an exclusive hierarchy where L1 and L2
are treated as one combined cache denoted using the dotted box.



The tradeoff for the exclusive cache’s reduced storage
and time complexities is a design space reduction since an
exclusive hierarchy requires L1 and L2 block sizes to be
equal. However, previous work [16] showed that for a large
design space, several cache configurations offer nearly
equal energy and performance, thus this restriction will
have a nominal effect on the cache tuning.

4 TWO-LEVEL SINGLE-PASS CACHE SIMULATION

METHODOLOGY—T-SPACS

T-SPaCS is suitable for a highly configurable two-level
exclusive cache hierarchy by simultaneously evaluating
cache configurations with varying size, block size, and
associativity. T-SPaCS’s output is the miss rates for all cache
configurations. When combining the miss rates with a
performance and energy model [17], a system designer can
determine an appropriate cache configuration based on the
application requirements.

T-SPaCS evaluates (determines a cache hit or miss) a
trace address for a particular cache configuration by
locating the previously accessed block addresses that map
to the same cache set as the evaluated trace address. We
refer to these block addresses as conflicts. If the number of
conflicts is large enough to evict the previously fetched
block that the evaluated trace address maps to, the
evaluated trace address access results in a cache miss.
Thus, T-SPaCS’s goal is to simultaneously determine the
conflicts with each trace address in L1 and L2 for all cache
configurations in the design space.

Fig. 2 illustrates T-SPaCS’s functional overview. The
application is executed once to produce the time-ordered
sequence of accessed addresses, which is denoted by the
vector ~T , andT ½t�, t 2 Zþ(t is a positive integer) is one element
in vector ~T and represents the tth accessed address. The
corresponding block address A½t� is calculated by
T ½t�=B ¼ T ½t� � b, where “� ” is a bitwise right shift
operator andB ¼ 2b is the cache block size. During T-SPaCS’s
simulation, the time-ordered sequence of unique block
addresses that map to the same set with index i for the

minimum number of sets S1
min (without loss of generality, we

assume S1
min < S2

min) is recorded into one stack structure for
every cache block sizeB. Thus, the number of required stack
structures for a particularB is equal toS1

min (determined byB,
the minimum cache size Z1

min, and the maximum associativ-
ityW 1

max). In the set of a particularB’s stacks, we denote each
stack’s contents as the vector Ki;t

��!
, after inserting A½t� into the

stack. Ki;t½m� , m 2 Zþ, is one element in vector Ki;t
��!

,
representing the mth uniquely accessed block address
(counting starts from the stack’s top, thus Ki;t½1� is the stack
top and represents the address of the most recently accessed
cache block that maps to the set with index i for B and S1

min).
During T-SPaCS’s processing for a particular T ½t�, the cache
configurations with different B are simulated sequentially
using the corresponding set of stacks for each evaluated B.
Since T-SPaCS’s processing of eachT ½t� for eachB is the same,
we limit our discussion in the remainder of this paper to
T-SPaCS’s processing of one arbitrary trace address T ½t� for
one arbitrary cache block size B (8B 2 ½Bmin; Bmax�, where
Bmin and Bmax represent the minimum and maximum block
size values, respectively).

T-SPaCS processes each trace address for the set of stack

structures for each B using four steps: stack processing,

L1 analysis, L2 analysis, and stack update, as shown in Fig. 2.

For a trace address T ½t� (whose block address is A½t�), the set

index i is determined through B and S1
min (i ¼ A½t�mod S1

min)

and i locates the stack structure that stores T ½t�’s conflicts for

all possible number of sets Sð8S 2 ½S1
min; S

1
max� [ ½S2

min; S
2
max�,

where S1
min, S1

max, S2
min, and S2

max represent the minimum and

maximum number of cache sets in L1 and L2, respectively).

Stack processing scans the stack structure Ki;t�1
���!

to determine

whether the block A½t� was recorded (a cache line with that

block address has already been fetched). If there exists h

satisfying Ki;t�1½h� ¼ A½t�, the block that T ½t� maps to was

accessed previously and the most recent access was

recorded in the stack as Ki;t�1½h�. For all S, stack processing

scans the stack from Ki;t�1½1� to Ki;t�1½h� to evaluate the

conflicts with T ½t�. We refer to this process as conflict

evaluation. The conflicts with T ½t� for a particular S are

denoted by �ðSÞ, whose collection is represented by f�ðSÞg.
We note that conflict evaluation is trivial for S1

min, since all

the stack addresses in Ki;t�1
���!

conflict with T ½t� for S1
min and

thus the conflict evaluation for S1
min simply records the stack

addresses in Ki;t�1
���!

into f�ðS1
minÞg. After identifying these

conflicts, L1 analysis directly determines T ½t� to be an L1 hit/

miss based on the number of conflicts for the L1 configura-

tions with S1. If there is an L1 miss, L2 analysis is required.

When the particular S1 and any S2 (8S2 2 ½S2
min; S

2
max�) are

combined to form one two-level cache configuration,

L2 analysis categorizes the evaluated conflicts of the

combined cache as either L1 or L2 conflicts. Similarly, the

number of conflicts in L2 dictates an L2 hit/miss. After stack

processing, L1 analysis, and L2 analysis (if necessary) for all

cache configurations, the stack update removes Ki;t�1½h� from

Ki;t�1
���!

if h exists, and then pushes A½t� on the top of Ki;t�1
���!

to

update to Ki;t
��!

. If there is no Ki;t�1½h� in Ki;t�1
���!

, the stack

update directly pushes A½t� on the top of Ki;t�1
���!

. After the

entire ~T is processed, T-SPaCS accumulates the number of

L1 and L2 misses for all two-level cache configurations.
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Fig. 2. T-SPaCS’s functional overview: Executing the application
generates the time-ordered access trace, which is sequentially fed into
a different set of stacks based on the trace address’s set index for S1

min
under different B. T-SPaCS’s processing for each trace address
consists of four steps (encompassed by the dotted box). After
processing the entire access trace, T-SPaCS produces the accumulated
number of L1 and L2 misses for all cache configurations. (Refer to
Table 1 for notations.)



To simulate a data cache that uses the write-back policy,
the cache block’s dirty status must be considered. We track
the number of write-backs using a write-avoid counter [32].
In a write-back cache, not all the cache writes result in
write-backs to main memory. For example, if a cache block
is written to X times, X-1 write-backs to main memory are
avoided since all writes to the cache block are coalesced and
are only written back to memory once when the cache block
is evicted. Therefore, during T-SPaCS’s data cache proces-
sing, if writing T ½t� results in an L1/L2 hit, and the stack
searched address Ki;t�1½h� is dirty, this write is avoided, and
the write-avoid counter is incremented. The number of
write-backs is equal to the total number of writes minus the
number of write-avoids. We use a bit-array attached with
each stack address, in which each bit indicates whether the
address is dirty for each cache configuration. The bit-array’s
size is equal to the number of cache configurations with the
same B in the design space. The dirty status of the stack
address is maintained in the stack update step, which is
detailed as follows: writing T ½t� sets the newly inserted A½t�
as dirty; if reading T ½t� results in an L2 miss, A½t� is set as
clean, since an L2 miss implies fetching A½t� from main
memory, which is always clean; if reading T ½t� results in an
L1/L2 hit, the dirty status of A½t� is dictated by the dirty
status of the removed Ki;t�1½h�.

We note that although T-SPaCS uses several stack
structures to record block-size-specific cache access patterns
to simplify conflict determination, the storage, and time
complexities are similar to those defined in Section 3. Since
one cache block encapsulates multiple addresses, the
combined storage space, and thus processing time for all
stacks will be similar to the storage space and processing
time required by one stack.

The remainder of this section presents T-SPaCS’s
detailed operations. Since there is no L2 analysis on an
L1 hit, we describe the stack-based algorithm for single-
level cache simulation in Section 4.1 and extend the
methodology to L2 analysis in Section 4.2. Section 4.3
discusses acceleration strategies to assist stack processing.

4.1 Stack-Based Single-Level Cache Analysis

The single-level cache analysis algorithm serves as the basis
for two-level cache analysis. In a single-level cache, the
presence of an accessed address T ½t� in the cache set that
T ½t� maps to depends on the cache configuration and the
number of conflicts in the stack before Ki;t�1½h�. A stack
address Ki;t�1½m�, m 2 ½1; hÞ is recorded as a conflict in
T ½t�0s conflict collection f�ðSÞg for the cache configuration
with block size B and number of sets S if and only if:

ðKi;t�1½m�Þmod S ¼ ðT ½t� � bÞmod S;m 2 ½1; hÞ: ð1Þ

Fig. 3 illustrates the algorithm for L1 analysis for
processing an arbitrary T ½t� in the access trace. For each
B’s corresponding stack Ki;t�1

���!
(state 1) with every S1

(state 2), stack processing determines the conflicts f�ðS1Þg in
the stack addresses before Ki;t�1½h� (state 3). If Ki;t�1½h� is
not present in the stack, T ½t� is a compulsory miss (state 5)
and L2 analysis for T ½t� is not necessary. In this case, the
stack update occurs (state 6) and the processing proceeds to
the next address T ½tþ 1�. If Ki;t�1½h� is present in the stack,

the number of conflicts j�ðS1Þj dictates the minimum set
associativity that yields a hit, thus a hit or miss for each set
associativity W 1 (state 4) can be determined (e.g., W 1 >
j�ðS1Þj is a hit). L1 hits do not require any L2 analysis, and
L1 misses require additional L2 analysis for all possible
L2 configurations (Section 4.2). After T ½t�’s evaluation for all
S1 and W 1 combinations (and additional L2 analysis if
necessary), stack update (state 6) completes T ½t�’s proces-
sing and the processing proceeds to the next address
T ½tþ 1�.

4.2 Stack-Based Two-Level Cache Analysis

When using an exclusive hierarchy, L1 and L2 can be
treated as one combined cache. The conflict evaluation for
the combined cache is processed using the L2 configura-
tions in order to extract the L2 conflicts. We represent the
conflicts for the combined cache as f�ðS2Þg (for cache
configurations of S2). Similar to the process for identifying
f�ðS1Þg, f�ðS2Þg can also be identified using conflict
evaluation from Ki;t�1½1� to Ki;t�1½h� in stack processing.
f�ðS2Þg consists of the conflicts in both L1 and L2. Since
f�ðS2Þg contains inclusive L2 conflicts, exclusion requires
the removal of the L1 conflicts from f�ðS2Þg to isolate the
exclusive L2 conflicts, whose collection is denoted by f�g.
The number of L2 conflicts j�j determines the minimum
L2 associativity necessary for T ½t� to be an L2 hit. Due to the
LRU replacement policy for L1 and FIFO for L2, stack
processing orders the conflicts in the conflict collections
f�ðS1Þg and f�ðS2Þg in MRU (most recently used) time order
to facilitate L1 and L2 analysis.

As shown in Fig. 3, when T ½t� results in an L1 conflict
miss for a particular L1 configuration with B, S1, and W 1,
the first W 1 conflicts f�ðS1ÞgW 1 in f�ðS1Þg are the blocks
present in L1. The subsequent L2 analysis will evaluate all
possible L2 configurations (with the same B as L1). For each
S2 (8S2 2 ½S2

min; S
2
max�), the L2 analysis consists of three

steps: 1) stack processing to determine f�ðS2Þg (as described
in Section 4.1); 2) removing f�ðS1ÞgW1 (effectively removing
the L1 blocks) from f�ðS2Þg to deduce f�g, which we refer to
as the compare-exclude operation; and 3) evaluate T ½t� as an
L2 hit/miss for each set associativity W 2 based on j�j.

The compare-exclude operation is divided into three
scenarios based on three different inclusion relationships
between f�ðS1Þg and f�ðS2Þg. Fig. 4 depicts the cache
addressing formats of L1 and L2, in which k and l represent
the number of L1 and L2 index bits, respectively. The three
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Fig. 3. Algorithm for L1 analysis for T ½t�.



compare-exclude scenarios are: 1) the number of L1 and
L2 sets are equal (S1 ¼ S2 and f�ðS1ÞgW 1 is the first W 1

conflicts in f�ðS2Þg); 2) the number of L1 sets is less than the
number of L2 sets (S1 < S2 and f�ðS1ÞgW1 contains several
conflicts in f�ðS2Þg); 3) the number of L2 sets is less than the
number of L1 sets (S1 > S2 and f�ðS1ÞgW1 is a subset of
f�ðS2Þg).

4.2.1 Compare-Exclude Scenario: S1 ¼ S2

For L1 and L2 configurations with the same B and S values
(Fig. 4a), f�ðS2Þg is the same as f�ðS1Þg. Thus, stack
processing for f�ðS2Þg is not necessary and f�ðS1Þg can be
directly applied to deduce f�g. In this scenario, the conflicts
in f�ðS1Þg are divided into two categories: the first W 1

conflicts are present in L1 and the remaining conflicts form
f�g. The condition that W 2 > j�j indicates that Ki;t�1½h� has
not been evicted from L2 by the following accessed blocks
and T ½t� results in an L2 hit. For example, if j�ðS1Þj ¼ 5 and
W 1 ¼ 2, the first two conflicts in f�ðS1Þg are present in L1
and the remaining conflicts compose f�g. Therefore, j�j¼ 3
and the L2 configurations with associativities greater than 3
result in an L2 hit.

4.2.2 Compare-Exclude Scenario: S1 < S2

As depicted in Fig. 4b, the number of L1 index bits k is less
than the number of L2 index bits l in the S1 < S2 scenario.
The evicted cache blocks from one L1 set map to multiple
(multiple of two) L2 sets. We refer to these multiple L2 sets
as the affinity group associated with one L1 set, and the
number of L2 sets in the affinity group is equal to S2=S1.
The cache indexes for addressing one L1 set and the
multiple L2 sets in the affinity group retain the following
relationship: the least significant k index bits in L1 and L2
are equal and the L2 index’s most significant (l� k) bits are
all values from all “0”s incremented to all “1.”s

Since the stack processing for f�ðS2Þg begins from the
stack’s top, f�ðS2Þg determined by the L2 index of T ½t�
contains some conflicts that are still present in L1. The
collection of these conflicts is the subset of f�ðS1ÞgW 1 with
the same L2 index as T ½t�, and thereby can be determined by
the intersection of f�ðS1ÞgW1 and f�ðS2Þg. After removing
these intersecting conflicts, the remaining conflicts in
f�ðS2Þg are the L2 conflicts f�g:

f�g ¼ f�ðS2Þg � f�ðS1ÞgW 1 \ f�ðS2Þg: ð2Þ

However, Fig. 5 illustrates a special case that must be
considered in this scenario. Fig. 5a shows a time-ordered
access trace segment from T ½ti� to T ½ti þ 8�, ti 2 Zþ. We
assume the following: T ½ti� ¼ T ½ti þ 8�; T ½ti þ 3� ¼ T ½ti þ 7�;
and the other addresses map to different unique cache
blocks. In these blocks, T ½ti� maps to the same cache set as
T ½ti þ 1�, T ½ti þ 2�, T ½ti þ 3�, and T ½ti þ 4� under both S1 and
S2, while T ½ti� maps to the same cache set as T ½ti þ 5� and
T ½ti þ 6� under S1 but not S2. For simplification, we
represent T ½ti� to T ½ti þ 8� with block addresses: z, x4, x3,
x2, x1, y1, y2, x2, and z, respectively, as shown in Fig. 5a. For
W 1 ¼ 2 and W 2 ¼ 4, Fig. 5b shows the L1 and L2 set
contents at the time points ti þ 5, ti þ 6, and ti þ 7. Fig. 5c
shows the stack contents before ti þ 8. According to the
cache set contents, accessing T ½ti þ 8� with z results in L1
and L2 misses. Stack processing for T ½ti þ 8� produces the
conflicts f�ðS1Þg2 ¼ fx2; y2g and f�ðS2Þg ¼ fx2; x1; x3; x4g.
The compare-exclude operation produces the conflicts
f�g ¼ fx1; x3; x4g. Since j�j ¼ 3 and W 2 ¼ 4, T ½ti þ 8� is
incorrectly classified as a hit.

To explain this incorrect classification, we note that
accessing T ½ti þ 7� moves x2 from L2 to L1, leaving an
empty way in L2—an occupied blank (BLK), as shown in
Fig. 5b. The occupied blank occurs because at ti þ 7, y1 was
evicted from L1 to accommodate x2, but y1 maps to a
different L2 set than the set that x2 maps to. The occupied
blank means that x2 was in L2 and involved in evicting z
from L2 (at ti þ 6), thus x2 should be counted as a conflict
for T ½ti þ 8� in f�g.

In order to account for the occupied blank, occupied blank
labeling is a supplemental process that labels occupied
blanks using a bit-array associated with each stack address.
The bit-array size is equal to the number of cache
configurations with the same B in the design space. A
“set” bit indicates that an occupied blank follows the
labeled block in the corresponding cache configuration. The
compare-exclude operation is augmented to include blank
label examination. If the label associated with the last
conflict in f�g is set, there is an occupied blank behind the
last conflict, which means the last conflict is the LRU block
present in the L2 set and the block that T ½t� maps to has
already been evicted. As a result, T ½t� is classified as an
L2 miss even though j�j < W 2 in this case.

The occupied blank is introduced when there is an L2 hit,
such as the example described in Fig. 5b (i.e., the L2 hit for
T ½ti þ 7� results in a BLK by fetching x2 into L1). Therefore,
occupied blank labeling must proceed whenever the
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Fig. 4. Cache addressing formats for the compare-exclude operation
scenarios: (a) S1 ¼ S2, (b) S1 < S2, and (c) S1 > S2, in which k and l
represent the number of L1 and L2 index bits, respectively.

Fig. 5. Special case when S1 < S2 where fetching x2 from L2 results in
an occupied blank (BLK).



processed address T ½t� results in an L2 hit. We refer to the
previously fetched block that T ½t� maps to as Ki;t�1½h�
following our previous notation. There are two cases for
occupied blank labeling: 1) when Ki;t�1½h� is the W 2-th
(MRU order) block in the L2 set (i.e., j�j ¼W 2 � 1), the last
conflict in f�g is labeled as an occupied blank since Ki;t�1½h�
will be fetched into L1 after accessing T ½t�; and 2) when
Ki;t�1½h� is not the W 2-th block in the L2 set (i.e.,
j�j < W 2 � 1), stack processing must continue after
Ki;t�1½h� to locate and label the W 2-th block in the L2 set.
The example shown in Fig. 5b follows the second case. Since
x2 is not the W 2-th block (MRU order) in L2 at ti þ 6, stack
processing continues and labels the W 2-th block x4 to
indicate a BLK after x4 in processing T ½ti þ 7�.

4.2.3 Compare-Exclude Scenario: S1 > S2

In the S1 > S2 scenario (Fig. 4c), blocks evicted from
multiple L1 sets map to one L2 set. Similarly to the S1 <
S2 scenario, one L2 set corresponds to an affinity group in
L1 and the number of L1 sets in the affinity group is equal
to S1=S2. The L2 set that T ½t� maps to has an affinity group
consisting of multiple L1 sets, and T ½t� maps to one of the
L1 sets. We denote these multiple L1 sets in the affinity
group, excluding the set that T ½t� maps to, as the
complementary sets of T ½t�. The conflicts associated with
one of the complementary sets are denoted by ��, where the
subscript � 2 ½1; S1=S2 � 1� differentiates between each of
the complementary sets. The collection of conflicts for the �
complementary set is denoted by f��g, whose cardinality is
denoted by j��j. In Fig. 4c, T ½t�’s address uses k bits for the
L1 index and l bits for the L2 index (k > l). The
complementary set’s indexes in L1 can be composed by
joining the least significant l bits with each combination of
“0”s and “1”s for the most significant (k� l) bits excluding
the combination associated with T ½t�’s L1 index. For
example, if T ½t�’s indexes are “101101” for L1 and “1101”
for L2, the collection of f��g for all � will include all
conflicts associated with {“001101,” “011101,” “111101”}.

The conflicts in f�ðS2Þg, while still present in L1, include
both the L1 conflicts in the set that T ½t� maps to (f�ðS1ÞgW 1 )
and the L1 conflicts associated with the complimentary sets
(f��g). Stack processing determines these additional con-
flicts by simply considering the complementary set’s
indexes. Therefore, the compare-exclude operation in this
scenario produces

f�g ¼ f�ðS2Þg � f�ðS1ÞgW 1 �
XS1=S2�1

�¼1

f��gW1 ; ð3Þ

where f��gW 1 represents the first W 1 conflicts (MRU order)
in f��g.

4.3 Acceleration Strategies

During T-SPaCS’s processing, stack processing is the most
time consuming operation. For every T ½t� in the access trace,
stack processing repeatedly evaluates all stack addresses
Ki;t�1½m� (8m 2 ½1; hÞÞ for conflicts with every number of
cache sets in the design space. If Cs denotes the total
number of configurable S1 and S2 in the design space, the
conflict evaluation’s complexity is OðCs � hÞ (without con-
sidering the complementary sets) for each T ½t� unless T ½t�
results in L1 hits for all L1 configurations (in which case, the

complexity is OðCs1 � hÞ, where Cs1 is the total number of
configurable S1 in the L1 design space only). To reduce the
conflict evaluation runtime, stack processing can be
accelerated using the set refinement property [19]. The set
refinement property states that the blocks that map to the
same set in larger caches also map to the same set in smaller
caches. The set refinement property can be leveraged by
processing S from smallest to largest and a stack address
Ki;t�1½m� is evaluated for conflicts with T ½t� only if T ½t�
conflicts with Ki;t�1½m� for a smaller S. Alternatively,
processing S from largest to smallest leverages the set
refinement property. However, since most stack addresses
are not conflicts even for small S in a typical application,
starting from Smin reduces more trivial conflict evaluations.

This acceleration strategy can be applied to both stack
processing steps: 1) determining all conflicts f�ðS1Þg,
f�ðS2Þg, and f��g for all possible S1 and S2 using a tree
data structure (tree-assisted acceleration in Section 4.3.1);
and 2) occupied blank labeling using an array data structure
(array-assisted acceleration in Section 4.3.2).

4.3.1 Tree-Assisted Acceleration

When processing T ½t� for an arbitrary B with stack Ki;t�1
���!

on
an L1 miss, the compare-exclude operation compares the
conflicts in f�ðS1Þg for each L1 configuration with the
conflicts in f�ðS2Þg for all possible L2 configurations. An
efficient method to determine these conflicts is to determine
the conflicts for all possible S initially and store these
conflicts in a tree structure for later reference. We note that
this data structure is not a traditional tree structure, but is a
hierarchical representation that we refer to as a tree for
simplicity.

The tree structure stores T ½t�’s conflicts and the conflicts
associated with the complimentary sets for all S with the
same B. Each tree level corresponds to a different S, with S
increasing from root to leaf (higher level to lower level) by
powers of two. Tree nodes store the conflict information
and the maximum L1 and L2 associativities dictate the
maximum number of conflicts stored at each node (conflict
storage). Every conflict is represented by the conflict’s block
address and a pointer to the block’s stack location, which
assists in occupied blank labeling since the blank labels
(linked using the stack address) of the recorded conflicts
will be examined to correct the compare-exclude results in
the S1 < S2 scenario.

We accelerate stack processing by determining all con-
flicts for all S simultaneously. We denote all S from the
minimum Smin to the maximum Smax with a subscript �,
where � is an integer satisfying � 2 ½1; log2ðSmax=SminÞ þ 1�
such that the �th tree level corresponds to S� and the number
of tree levels is log2ðSmax=SminÞ þ 1. Due to the set refinement
property, evaluating the conflicts for Ki;t�1½m�ð8m 2 ½1; hÞÞ
with T ½t� for a particular S�ið�i 2 ½2; log2ðSmax=SminÞ þ 1�Þ
depends on whether Ki;t�1½m� conflicts with T ½t� for S�i�1.
When Ki;t�1½m� is T ½t�’s conflict for S�i�1, Ki;t�1½m� will be
T ½t�’s conflict forS�i on the condition that the most significant
bit in the indexes of both T ½t� and Ki;t�1½m� under S�i are the
same. On the contrary, if Ki;t�1½m� is not T ½t�’s conflict for
S�i�1, the indexes of T ½t� and Ki;t�1½m� under all larger S�
(8� 2 ½�i; log2ðSmax=SminÞ þ 1�) are also different.
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When the combined L1 and L2 configurations satisfy the
S1 > S2 scenario, the compare-exclude operation should
exclude the conflicts associated with the L1 complementary
sets as well as the L1 conflicts. Therefore, for each S� in the
L1 design space that is larger than S2

min, the additional
conflicts with each of the complimentary sets f��gmust also
be searched and recorded in the �th tree level as one node.
The number of nodes at each tree level is dictated by the
number of complementary sets required for S�. More
specifically, if 9S�i 2 ½S1

min; S
1
max� and S�i > S2

min, the num-
ber of nodes in the �ith tree level is S�i=S

2
min. When S�i is

combined with an S2 other than S2
min while still complying

with the condition that S�i > S2, the conflicts with
the complementary sets can be determined by selecting
the corresponding nodes in the �ith tree level based on the
difference between the number of index bits for S�i and S2.

Fig. 6 provides a sample tree structure for a processed
address T ½t� with block address A½t� ¼ “100110110110”. The
configurable number of sets in the design space for the
certain B are bounded by S1

min ¼ 4, S1
max ¼ 64, S2

min ¼ 16,
and S2

max ¼ 256. Rectangles correspond to tree nodes and
values in the nodes correspond to the indexes of the
recorded conflicts. For levels S1, S2, S3, S6, and S7, only one
node is required in each level to record the conflicts with
T ½t�. For levels S4 and S5, the complementary set’s conflicts
must be recorded since S4 and S5 are larger than S2

min (i.e.,
S3). When S1 ¼ S5 and S2 ¼ S3, the conflicts selected from
all the four nodes in the fifth level will be excluded during
the compare-exclude operation. When S1 ¼ S5 and S2 ¼ S4,
only the conflicts in the first two nodes will be excluded.

Fig. 7 summarizes the tree-assisted stack processing
acceleration algorithm. For each T ½t� and B, the tree
contents are cleared and Sstart is initialized to S1 (line 1).
For each stack address Ki;t�1½m� (8m 2 ½1; hÞÞ (lines 2-19),
conflict evaluation determines the conflicts with T ½t� or the
complementary sets from Sstart to Smax (lines 3-13). If the
complementary set’s conflicts are not required for the
�th tree level, Ki;t�1½m� is directly evaluated for conflict
with T ½t� for S� by comparing the most significant index
bits of T ½t� and Ki;t�1½m� under S� (since S increases by
powers of two) (lines 4-6). If Ki;t�1½m� conflicts with T ½t� for
S�, Ki;t�1½m� is recorded into the node in the �th tree level
(lines 7-8); otherwise conflict evaluation for Ki;t�1½m� is
terminated (larger S� conflict evaluations are not neces-
sary) (lines 9-10). If the complimentary set’s conflicts are
required in the �th tree level, Ki;t�1½m� is stored into a node
in the �th tree level based on the most log2ðS�=S2

minÞ

significant index bits (lines 11-13). In this situation, only
checking the most log2ðS�=S2

minÞ significant bits requires
the condition that Ki;t�1½m� conflicts with T ½t� for S2

min

when processing proceeds to line 12. This condition is
guaranteed by the constraint in changing Sstart in line 18.
Since the required number of conflicts stored in each node
is limited by the L1 and L2 associativities, if all nodes in the
Sstart level are full after processing Ki;t�1½m� for all S�
(8S� 2 ½Sstart; Smax�), searching for more conflicts in the
Sstart level is trivial. Therefore, the value for Sstart may
change (line 14). If the complementary set’s conflicts are
not needed for the level with Sstartþ1, Sstart is updated by
Sstartþ1 (lines 15-16); otherwise conflict evaluation always
starts from S2

min (lines 17-18) since the evaluation of the
conflicts for S2

min is a prior requirement for determining the
complimentary set’s conflicts.

Since only one tree is built and the tree’s contents are
cleared for every T ½t� and B, the storage space required by
the tree is minimal as compared to the stack structures.

4.3.2 Array-Assisted Acceleration

Stack processing for T ½t� is limited to only evaluating the
stack addresses before Ki;t�1½h� except during occupied
blank labeling for the S1 < S2 scenario. In this scenario,
additional stack processing after Ki;t�1½h� is required if
Ki;t�1½h� is not the W 2th (MRU order) block in the L2 set.
Since this additional stack processing may be required for
all possible S2, we propose array-assisted acceleration for
this additional stack processing.

An array �, whose size (number of elements) is dictated
by the maximum L2 associativity W 2

max, records additional
conflicts in the stack after Ki;t�1½h�. Each element stores the
information for one conflict using the same format as the
tree structure nodes in Section 4.3.1.

Fig. 8 depicts the array-assisted stack processing accel-
eration algorithm. When T ½t� results in an L1 miss for a
particular L1 configuration, �’s contents are cleared (line 3)
and all possible L2 configurations for all combinations of S2

and W 2 are analyzed by the compare-exclude operation
(lines 4-6). If there is a hit in an L2 configuration andKi;t�1½h�
is not theW 2th block in the L2 set, additional stack processing
is required to determine and label theW 2th block (line 7). If �
is empty, this L2 configuration is the first configuration to
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Fig. 6. A sample tree structure where rectangles correspond to tree
nodes and values in the nodes are the indexes of the recorded conflicts.

Fig. 7. Tree-assisted stack processing acceleration algorithm.



require the W 2th block and stack processing determines the
additional conflicts after Ki;t�1½h� for S2, and records these
additional conflicts in � (lines 8-11). If � is not empty, one of
two situations occurs. 1) If theW 2th block is first required for
that particular S2 (lines 13-18), the additional conflicts can be
obtained by evaluating �’s elements (line 14) since � already
stores the conflicts for the previously processed smaller S2

and contains the first several conflicts for largerS2 (according
to the set refinement property). If the conflicts determined in
� are not enough to determine theW 2th block for the new S2,
additional stack processing continually evaluates the stack
addresses until the W 2th block is determined (lines 15-16),
and all additional conflicts for the new S2 will replace �’s
contents (lines 17-18). 2) If the additional conflicts for that
particular S2 with previously processed larger W 2 were
determined and stored in �, the W 2th block for smaller W 2

can be directly determined in � (lines 19-20).
Since �0s contents are updated for each T ½t� with each

specific cache configuration, only one array is required and
the storage overhead for array-assisted acceleration is
negligible as compared to the stack structures.

5 EXPERIMENTAL RESULTS AND ANALYSIS

We verified T-SPaCS using the 15 benchmarks from
EEMBC benchmark suite [11], five arbitrarily selected
benchmarks from the Powerstone benchmark suite [23],
and four arbitrarily selected benchmarks from the Media-
Bench benchmark suite [22]. We gathered the access trace
for each benchmark by modifying “sim-cache” in SimpleS-
calar 3.0d [7] and these traces served as input to T-SPaCS.
For comparison, we modified the widely used trace-driven
cache simulator Dinero IV [10] to simulate both two-level
exclusive instruction and data caches, respectively, for each
benchmark.

We used the same design space for the two-level
configurable cache hierarchy as in [17]. The design space
consisted of 243 configurations by varying (in increments of
powers of 2) the L1 size from 2 to 8 Kbytes, the L2 size from
16 to 64 Kbytes, the L1 and L2 associativities from direct-
mapped to 4-way, and the cache block size from 16 to

64 bytes. We note that we selected this design space for
comparison convenience and T-SPaCS itself does not
impose any restriction on the configurable cache para-
meters, and is thus valid for any design space.

In order to determine T-SPaCS’s accuracy and efficiency,
we gathered the cache miss rates for all 243 configurations
using the modified Dinero, which produces exact results,
and T-SPaCS, then evaluated the margin of errors in
T-SPaCS with respect to the exact miss rate and the optimal
(lowest) energy cache.

5.1 Miss Rate Accuracy

We compared the miss rates determined by T-SPaCS with
the exact miss rates determined by the modified Dinero for
each benchmark. The results showed that for both instruc-
tion and data caches, T-SPaCS’s L1 miss rates were
100 percent accurate for all configurations and the L2 miss
rates were 100 percent accurate for 240 out of 243 config-
urations, which accounts for 99 percent of the design space.
For each benchmark, we calculated the average and standard
deviation of miss rate errors across the three inaccurate cache
configurations. For the instruction cache, across all bench-
marks, the maximum values for the average and standard
deviation of miss rate errors were 1.16 and 0.64 percent,
respectively. For the data cache, across all benchmarks, the
maximum values for the average and standard deviation of
miss rate errors were 0.69 and 0.32 percent, respectively.
Since inaccurate miss rates result in inaccurate write-back
rates in the data cache, the maximum values for the average
and standard deviation of write-back rate errors across all
benchmarks were only 0.15 and 0.07 percent, respectively.

For the three inaccurate configurations, multiple L1 sets
in one affinity group corresponded to one L2 set (i.e.,
scenario S1 > S2 in Section 4.2.3). In this scenario, the
eviction order of blocks from the different L1 sets to the
same L2 set does not follow the memory access order and
the blocks in the L2 set are disordered. When we determine
the conflicts of T ½t� in L2, only the blocks that are evicted
into L2 after Ki;t�1½h� affect Ki;t�1½h�’s eviction from L2.
Since the stack structure only records the latest memory
access order, the historical eviction order of the blocks from
multiple L1 sets to the same L2 set cannot be obtained from
the stack. Therefore, the blocks in f�g generated by the
compare-exclude operation are not guaranteed to be the
blocks present in the L2 set. However, inaccurate f�g does
not necessarily produce an incorrect cache hit/miss
classification since a cache miss is determined when j�j >
= W 2. Only when the inaccurate j�j’s error is larger than the
difference between W 2 and accurate j�j, the cache hit/miss
classification will be affected. Our experimental results
showed that the effect of errors in j�j on miss rate estimation
was nominal.

5.2 Optimal Cache Configurations

Since low energy/power consumption is a critical optimi-
zation for both embedded systems and desktop computers,
we evaluated T-SPaCS’s ability to determine the optimal
(lowest energy) cache configuration. We expanded a two-
level inclusive cache hierarchy energy model [17] to include
evicted block write energy, and determined the energy
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Fig. 8. Array-assisted stack processing acceleration algorithm.



consumption for each cache configuration using the
following energy model:

total_energy ¼ static_energy þ dynamic_energy

dynamic_energy ¼ L1_dynamic_energy

þ L2_dynamic_energy þ offchip_access_energy

þ (miss_cycles . CPU_stall_energy)

L1_dynamic_energy ¼ L1_accesses . L1_per_read_energy

L2_dynamic_energy ¼ (L2_hits . L2_per_read_energy)
þ (L2_misses . L2_per_tag_read_energy)

þ (L1_evicts . L2_per_write_energy)

offchip_access_energy = L2_misses.

memory_per_read_energy

þ write-backs . memory_per_write_energy

miss_cycles ¼ L1_miss_cycles þ L2_miss_cycles

L1_miss_cycles ¼ L1_misses . L1_miss_latency

þ (L1_misses . blocksize. L1_bandwidth)
L2_miss_cycles ¼ L2_misses . L2_miss_latency

þ (L2_misses . blocksize. L2_bandwidth)

static_energy ¼ total_cycles . static_energy_per_cycle

static_energy_per_cycle ¼ energy_per_Kbyte

. cache_size_in_Kbytes

energy_per_Kbyte

¼ ((dynamic_energy_of_base_cache)�20%)

/ base_cache_size_in_Kbytes

We used T-SPaCS and modified Dinero for a two-level
exclusive cache to determine L1_accesses, L1_misses, L2_hits,
L2_misses, L1_evicts, and write-backs. We obtained dynamic
cache and memory read/write energy using CACTI 6.5 [8]
for 0.09-micron technology and the cache static energy
consumption accounted for 20 percent of the total cache
energy [17]. We assumed the CPU_stall_energy to be
20 percent [17] of a 0.09-micron ARM1156 microprocessor
[3], and estimated bandwidth and latency based on a
reasonable system architecture: an L2 fetch is 4 times longer
than an L1 fetch; a main memory fetch is 20 times longer
than an L2 fetch; and the memory throughput is 50 percent
of the latency [17].

We applied this energy model to the miss rates
determined by T-SPaCS and the exact miss rates deter-
mined by the modified Dinero. The calculated results
showed that the optimal cache configurations determined
by T-SPaCS were exactly the same as those determined by
Dinero for all benchmarks. Table 2 shows the optimal
instruction and data cache configurations for each bench-
mark. Despite incorrect miss rates for the three configura-
tions where S1 > S2, the errors were too small to affect the
determined optimal cache configurations. Considering that
the number of configurations with S1 > S2 generally
occupies a small percentage (3 out of 243 (1 percent) in
our experiment) of the design space since caches’ sizes are
technically limited by Z1 < Z2, and the introduced errors
do not affect the determined optimal cache configuration,
there is no need to eliminate the small miss rate errors since
doing so would significantly increase the simulation time.

Fig. 9 depicts the normalized energy savings for the
optimal cache configurations compared to a base cache
configuration for each benchmark. The base cache config-
uration represents a configuration that may be commonly
found on a platform intended to run benchmarks similar to

those we studied. The base cache configuration was an

8 Kbyte L1 cache with a 32-byte block size and 4-way set

associativity and a 64 Kbyte L2 cache with a 32-byte block

size and 4-way set associativity. Fig. 9 shows average and

maximum energy savings of 22 and 46 percent, respec-

tively, for instruction caches, and average and maximum

energy savings of 26 and 48 percent, respectively, for

data caches.
To further corroborate the significance of two-level cache

tuning over single-level cache tuning in embedded systems
intended for low power, we compared the energy savings
using the two-level optimal cache configurations with the
energy savings using single-level optimal cache configura-
tions. The single-level configurable cache design space

ZANG AND GORDON-ROSS: T-SPACS—A TWO-LEVEL SINGLE-PASS CACHE SIMULATION METHODOLOGY 399

TABLE 2
Optimal Instruction and Data Cache Configurations (L1 and

L2 Configurations for Instruction Caches (I) and Data Caches
(D) Are Listed as the Total Size in kbytes (kB) Followed by the
Block Size in Bytes (B) Followed by the Associativity in Ways

(W))



consisted of the same L1 configurations as in the two-level
configurable cache. We determined the optimal single-level
cache configurations using an exhaustive search. Fig. 10
depicts the energy consumption of the two-level optimal
cache configurations normalized to the energy consumption
of the single-level optimal cache configurations. The results
indicate that for instruction caches, six of the 24 benchmarks
consumed less energy using a single-level cache as
compared to a two-level cache, while the remaining
18 benchmarks showed increased energy savings using
two-level caches; for data caches, 16 of the 24 benchmarks
presented increased energy savings using two-level caches.
On average, over all benchmarks, the two-level optimal
instruction caches consumed 28 percent less energy than the
single-level optimal instruction caches, and the two-level
optimal data caches consumed 22 percent less energy than
the single-level optimal data caches.

5.3 Simulation Time Efficiency

To illustrate T-SPaCS’s efficiency, we compared the
simulation time required for T-SPaCS to simultaneously
evaluate all 243 configurations with the simulation time
required to sequentially simulate all 243 configurations with
the modified Dinero. We tabulated the user time reported
from the Linux time command for the simulations running
on a Red Hat Linux Server v5.2 with a 2.66 GHz processor
and 4 Gigabytes of RAM.

To verify the speedup improvement obtained using our
acceleration strategies (Section 4.3), we simulated the
benchmarks using two T-SPaCS versions: T-SPaCS without
acceleration and T-SPaCS with acceleration.

The actual simulation times for evaluating all 243 in-
struction cache configurations for a single benchmark ranged
from 9.2 to 419.5 minutes for Dinero, 41 to 1,409 seconds
for T-SPaCS without acceleration, and 24 to 1,108 seconds for

T-SPaCS with acceleration. For all simulators, the bench-
marks that required the most and least simulation times
were blit and BaseFP01, respectively. Fig. 11 shows
the simulation speedups as compared to the modified
Dinero for instruction caches. T-SPaCS with acceleration
(second bar) achieved maximum and average speedups of
25.42X and 21.02X, respectively, which improved the
speedup of T-SPaCS without acceleration (first bar) by
6.79X and 7.84X, respectively.

The actual simulation times for evaluating all 243 data
cache configurations for a single benchmark ranged from
14.6 to 804.3 minutes for Dinero, 22 to 1,774 seconds for
T-SPaCS without acceleration, and 19 to 1,499 seconds for
T-SPaCS with acceleration. For all simulators, the bench-
mark that required the most simulation time was blit and
the benchmark that required the least simulation time was
jpegencode for Dinero and TBLOOK01 for both versions of
T-SPaCS. Fig. 12 shows the simulation speedups for data
caches. T-SPaCS with acceleration (second bar) acquired
maximum and average speedups of 46.8X and 33.34X,
respectively, which reduced the simulation time by 6.52X
and 2.07X as compared to T-SPaCS without acceleration
(first bar), respectively. We note that two benchmarks in
Fig. 12 did not show acceleration improvement, which was
due to the fact that our acceleration strategies reduced the
simulation time using the set refinement property. The
conflict determinations are omitted for the larger S if the
stack address is not a conflict for a small S. Thus, in a rare
case that a large amount of stack addresses are the conflicts
for most S in the design space, there will be no significant
speedup obtained by using our acceleration strategy. Due to
the processing overhead introduced by acceleration, the
total simulation time with acceleration can be longer than
the simulation time without acceleration.
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Fig. 9. Energy savings for the optimal instruction and data cache
configurations normalized to the base cache configuration.

Fig. 10. Energy consumption of the two-level optimal cache configura-
tions normalized to the energy consumption of the single-level optimal
cache configurations.

Fig. 11. Simulation time speedup of T-SPaCS without acceleration,
T-SPaCS, and simplified-T-SPaCS compared to the modified Dinero for
instruction caches.

Fig. 12. Simulation time speedup of T-SPaCS without acceleration, T-
SPaCS, and simplified-T-SPaCS compared to the modified Dinero for
data caches.



To avoid the miss rate error introduced during the S1 <
S2 scenario (Section 4.2.2), we supplemented the compare-
exclude operation with occupied blank labeling for each
L2 hit. Experiments revealed that occupied blank labeling
accounted for a large portion of T-SPaCS’s simulation time
even when leveraging the array-assisted acceleration (Sec-
tion 4.3.2). Therefore, we evaluated a simplified version of
T-SPaCS (simplified-T-SPaCS) by removing occupied blank
labeling. The measured simulation times for evaluating all
243 configurations for a single benchmark using simplified-
T-SPaCS ranged from 18 (BaseFP01) to 873 (blit) seconds for
the instruction caches and from 16 (TBLOOK01) to 1,254
(blit) seconds for the data caches. Fig. 11 shows the
simulation time speedups obtained by simplified-T-SPaCS
for each benchmark (third bar) as compared to the modified
Dinero for instruction caches. Simplified-T-SPaCS’s max-
imum and average speedups were increased to 33.92X and
30.15X, respectively. Fig. 12 depicts the simulation time
speedups of simplified-T-SPaCS (third bar) for data caches,
and the maximum and average speedups were 54.71X and
41.31X, respectively.

The tradeoff for the increased simulation speedups of
simplified-T-SPaCS is additional L2 miss rate errors for the
228 configurations where S1 < S2. In order to quantify the
degradation in the miss rate accuracy without occupied
blank labeling, we counted the number of occurrences of
occupied blanks and the number of inaccurate L2 hit/miss
classifications without labeling the occupied blanks. Aver-
aged across all benchmarks, occupied blanks accounted for
92 percent of the L2 hits (only L2 hits introduce occupied
blanks) for instruction caches and 90 percent of the L2 hits
for data caches. However, the average number of L2 hit/
miss classifications corrected by occupied blank labeling
was only 0.47 percent of the occurrences of occupied blanks
for instruction caches and 0.52 percent for data caches. We
further calculated the average and standard deviation of
miss rate errors across the 228 inaccurate cache configura-
tions for each benchmark. Across all benchmarks, the
maximum values of the average and standard deviation
of miss rate errors were 0.71 and 0.90 percent, respectively,
for instruction caches. For data caches, the maximum values
of the average and standard deviation of miss rate errors
were 1.02 and 1.65 percent, respectively. We also examined
the maximum values for the average and standard
deviation of write-back rate errors across all benchmarks,
which were 0.13 and 0.14 percent, respectively. Further-
more, we determined the optimal cache configurations
using simplified-T-SPaCS. Results revealed that even with

the inaccurate miss rates, simplified-T-SPaCS produced
identical optimal configurations as those determined using
the exact miss rates for both instruction and data caches.

Therefore, simplified-T-SPaCS is an ideal choice for
cache tuning due to simplified-T-SPaCS’s competitively
fast simulation time and accurate optimal configuration
determination. Alternatively, T-SPaCS is suitable in situa-
tions that require more accurate cache miss rate estimation
(e.g., performance analysis) while still providing simulation
speedup.

5.4 Comparison with TCaT

To further verify T-SPaCS’s and simplified-T-SPaCS’s
efficiency, we compared to a state-of-the-art two-level cache
tuner, TCaT [13]. TCaT is an efficient heuristic that
determines the optimal energy cache configuration using
an interlaced exploration methodology. Since TCaT sequen-
tially simulates the design space using SimpleScalar’s [7]
“sim-cache” [13], we modified “sim-cache” to simulate a
two-level exclusive cache. Even though TCaT sequentially
simulates the cache configurations, TCaT only simulates
6.5 percent of the configurations on average and can thus
determine the optimal energy cache configuration quickly.
Fig. 13 shows the simulation time speedup of T-SPaCS (first
bar) and simplified-T-SPaCS (second bar) as compared to
TCaT for instruction caches. The results indicated that
T-SPaCS required more simulation time than TCaT for all
the 24 benchmarks. For simplified-T-SPaCS, results re-
vealed that 12 benchmarks required less simulation time
than TCaT. There was a maximum speedup of 1.22X, and
the average simulation time of simplified-T-SPaCS was
approximately equal to TCaT. Fig. 14 shows the simulation
time speedup obtained by T-SPaCS (first bar) and simpli-
fied-T-SPaCS (second bar) as compared to TCaT for data
caches. The results revealed that T-SPaCS simulated
22 benchmarks faster than TCaT, and simplified-T-SPaCS
simulated all 24 benchmarks faster than TCaT. The average
speedups of T-SPaCS and simplified-T-SPaCS were 1.54X
and 1.90X, respectively.

Even though TCaT is generally faster than T-SPaCS,
since TCaT is an inexact heuristic, TCaT trades off fast
simulation time for reduced accuracy and TCaT is unable to
determine the optimal energy cache configuration for all
benchmarks. We refer to the cache configuration deter-
mined by TCaT as TCaT’s configuration, which may be
suboptimum. Fig. 15 compares the normalized (normalize
to the base cache) energy savings between the optimal cache
configurations (first bar) and TCaT’s configurations (second
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Fig. 13. Simulation time speedup of T-SPaCS and simplified-T-SPaCS
compared to TCaT for instruction caches.

Fig. 14. Simulation time speedup of T-SPaCS and simplified-T-SPaCS
as compared to TCaT for data caches.



bar) for instruction caches. For four benchmarks, TCaT’s
configurations were the same as the optimal cache config-
urations. TCaT’s configurations consumed 24 percent more
energy than the optimal cache configurations in the worst
case, and the average degradation in energy saving for
TCaT’s configurations across all the 24 benchmarks was
4 percent. Fig. 16 provides the normalized energy savings
between the optimal cache configurations (first bar) and
TCaT’s configurations (second bar) for data caches. TCaT’s
configurations were the same as the optimal cache config-
urations for ten benchmarks. However, in the worst case,
TCaT’s configuration consumed 47 percent more energy
than the optimal cache configuration, and the average
degradation in energy saving for TCaT’s configurations
across all the 24 benchmarks was 10 percent.

These results suggest that TCaT is less effective than
originally reported in [13]. To explain this discrepancy, we
point out that TCaT was originally designed for a two-level
inclusive cache and the adaptation to an exclusive cache
hierarchy explains the relatively poor performance. There-
fore, despite T-SPaCS’s generally longer simulation time
and simplified-T-SPaCS’s similar or slightly better simula-
tion time as compared to TCaT, T-SPaCS, and simplified-
T-SPaCS estimate the miss rates for all cache configurations
in the design space accurately enough to determine the
optimal cache configuration.

6 CONCLUSIONS AND FUTURE WORK

In this paper, we presented T-SPaCS—a Two-level Single-
Pass trace-driven Cache Simulation methodology for ex-
clusive instruction and data cache hierarchies by using a
stack-based algorithm to simulate both the level one and
level two caches simultaneously. T-SPaCS reduces the
storage and time complexity required for simulating two-
level caches as compared to direct adaptation of existing
single-pass cache simulation methods to two level caches
using sequential simulation. T-SPaCS produces 100 percent
accurate results for 99 percent of the design space, and the
average simulation time speedups compared to sequential
simulation time for instruction and data caches are 21.02X
and 33.34X, respectively. A simplified version of T-SPaCS
(simplified-T-SPaCS) increases the average simulation
speedup to 30.15X for instruction caches and 41.31X for
data caches, at the expense of inaccurate miss rates for
95 percent of the design space. However, even with these
miss rate errors, both T-SPaCS and simplified-T-SPaCS are

still able to accurately determine the optimal energy
configuration for all studied benchmarks, thereby facilitat-
ing rapid design space exploration for cache tuning.

T-SPaCS is designed to simulate instruction and data
caches. In unified cache simulation, the relative ordering of
cache misses in separate level one instruction and level one
data caches must be maintained to simulate the unified
level two cache. Unfortunately, this required history of the
relative access ordering cannot be captured given the
current data structures and algorithms in T-SPaCS. There-
fore, single-pass trace-driven unified cache simulation will
be significantly different than T-SPaCS. Our future work
includes extending T-SPaCS to unified cache simulation
and hardware implementation for dynamic cache tuning.
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